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EXECUTIVE SUMMARY

The presence of water is one of the most critical factors contributing to the instability of hillslopes. A
common solution to stabilize hillslopes is installation of horizontal drains to decrease the elevation of
the water table surface. Lowering the water table dries a large portion of the hillslope which increases
the shear strength of the soil, thereby decreasing the probability of slope failure. The purpose of this
manual is to provide a single comprehensive reference for geotechnical engineers and hydrogeologists
on designing horizontal drainage systems to improve slope stability. Guidelines are provided for
translational and rotational failure and consider fractured systems. Basics of hydrogeologic and
geotechnical terminology, site characterization and conceptualization, groundwater modeling
techniques and template projects help to guide the user with respect to identifying important
parameters to drainage design. An iterative approach is presented for determining the minimum drain
construction to lower water levels enough to keep the factor of safety (FOS) greater than 1.2.

Simple systems may only require an analytic approach to computing maximum water levels. Techniques
are supplied for steady state conditions given a flat surface, a sloped surface less than 10° and a
discussion is provided on the influence of recharge and hydraulic conductivity on drainage design.
Analytic equations for transient solutions for a flat surface are given for different drain depths with
respect to the impermeable barrier as well as for sloping surface with a declining water table over time.
Past research has found that flow to ditches; water table elevation and the rate of water table decline
were independent of slope for slopes less than 15-30%. For these relatively shallower slopes, flat-
surfaced assumptions can be maintained with little error. In all cases drainage design based on analytic
(and graphical) approaches is focused only on drain spacing or the location of the first interceptor drain
in a sloped system. However, analytic results can be used to assess impact of system response to
lowering the overall water table prior to a rapid rise caused by a large storm event.

Irregular drain networks, heterogeneous or anisotropic aquifer conditions, complex slope geometry, a
rapid rise in pore pressures, as well as fractured rock network may mandate a numeric modeling
approach. As a general rule, drains installed a significant distance into the hillslide at the lowest possible
elevation, will capture the majority of groundwater and have the largest effect on lowering the water
table. Drains located in the upper region of a slope are found to have no real significance if additional
deeper drains are in the lower part of a slope as the water table will eventually be reduced to the lowest
drain level and any drains above the lowest-most drain will no longer be effective. The only exception to
this rule might be for site conditions that have the ability to setup significant perched water table
conditions.

Translational failure of thin geologic sections is found more sensitive to water level increases in the
upper slope compared to groundwater seepage in the lower slope. In contrast, rotational failure in the
slope toe is susceptible to rising pore pressers in the lower slope region. In both cases, toe drains should
be installed, with length and density of drain network increasing with decreasing hydraulic conductivity
and storage and with increasing anisotropy. Horizontal drains may be ineffectual at promoting slope
stability in low conductive soils with low storage. The ability to stabilize slopes with horizontal drains
declines for all soil types with increased anisotropy.
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Chapter 1
Introduction

1.1 Problem Statement

The presence of water is one of the most critical factors contributing to the instability of hillslopes. A
common solution to improve the stability of hillslopes is the installation of horizontal drains to decrease
the elevation of the water table surface and reduce pore pressures within the effected soil/rock units.
Reduction of water pressures results in a corresponding increase in the shear strength of soil or
decrease in hydrostatic pressures within discontinuities in a fractured rock mass, thereby improving
slope stability.

Due to the complex geometry of slopes and subsurface conditions, the heterogeneity and anisotropic
nature of hydraulic conductivity, and the transient nature of the groundwater, the design of such drains
for hillslope drainage can be a difficult task. Aquifer characterization and groundwater modeling
techniques common to hydrogeologic practice are generally not well known or routinely employed in
the geotechnical practice of stabilizing slopes with subsurface drainage by governmental transportation,
public works, and resource agencies. The reasons for this might be attributed to the higher investigation
costs for adequate hydrogeologic characterization, as compared to a more standard geotechnical
investigation, and the necessary knowledge or experience in this discipline that many geotechnical
specialists lack. Furthermore, while a wealth of literature exists for the design of drainage systems in
relatively flat irrigated areas (e.g., Maasland, 1940; Donnan, 1946; Israelsen, 1950; Talsma & Haskew,
1959; Kirkham, 1958;U.S. Department of the Interior, 1978), robust design approaches for hillslope
drainage are not readily available. As a result, subsurface drains for hillslopes have often been installed
in a makeshift manner with varying degrees of success.

The purpose of this manual is to consolidate information related to, and provide guidance for, the
design of horizontal drains for slope stability. The design guidance provides the necessary information
and techniques to better characterize the hydrogeology and then estimate water levels under drained
conditions, applying a clear methodology. The approach taken is to provide options for the geotechnical
designer such that the hydrogeologic analysis can be tailored for site-specific conditions. For example, a
straightforward approach to drainage design using currently available analytic/graphical methods may
be appropriate for hillslopes with simple geologic and hydrogeologic regimes. In other instances,
subsurface conditions may be sufficiently complex to require additional characterization and numerical
modeling of the groundwater system. Ultimately, geotechnical designers will be able to use this
guidance to better assess hydrogeologic conditions and develop a drainage design to improve slope
stability with more predictable results and optimal efficiencies.




1.2 Background

As the intended audience for this manual is primarily the geotechnical specialist, only a brief overview of
slope stability analysis involving common failure modes in soil and rock and the associated contribution
of groundwater are provided in Chapter 2.

Numerous textbooks, peer-reviewed journal articles, and agency reports (e.g. U.S. Geological Survey,
U.S. Bureau of Reclamation, etc.) exist that describe how to collect and analyze hydrogeologic data.
Some of the more popular hydrogeology textbooks include Freeze & Cherry (1979), Fetter (1996; 2001),
Domenico & Schwartz (1990), and Driscoll (1986). Although there are a number of similarities amongst
these textbooks, each one has a slightly different focus. The critical elements of hydrogeologic science
are summarized in Chapter 3 of this manual. Topics such as hydraulic head, fluid potential, Darcy’s Law,
hydraulic conductivity, permeability, anisotropy and heterogeneity are summarized for those less
familiar with these concepts. These textbooks, along with other references, such as, Jacob (1940),
Cooper & Jacob (1946), and Papadopulos, et al. (1973), and Bennett (1976), provide excellent sources
for the measurement of hydrogeologic parameters (i.e. hydraulic conductivity, and storage parameters)
using slug and pumping tests, with only rudimentary discussion provided here.

Another important component to characterizing a site is the construction of a conceptual hydrogeologic
model. Anderson & Woessner (1991) provide an excellent overview of this process. Regardless of the
complexity of site conditions, a conceptual model provides a simplification of the field conditions and
organization of the associated field data so the system can be analyzed more readily. Typical data
sources for a hydrogeologic assessment include:

] Geologic maps and cross sections

] Topographic maps and digital terrain models

] Maps of surface water features such as streams and springs

] Water table and potentiometric maps

] Generalized maps of hydraulic conductivity distributions

] A groundwater budget including rates of groundwater recharge, evapotranspiration, and any

natural groundwater inflows and outflows

This information is detailed in Chapter 4 of the manual to provide a basis for the groundwater
characterization effort.

The need for a design method for drains has been noted by several researchers and various charts and
diagrams were initially developed to aid in the analysis and design of drains (Choi, 1974; Kenney et al.,
1978; Prellwitz, 1978; Nonveiller, 1981). Typically, they describe effectiveness in terms of increased
factor of safety (ratio of shear strength to shear stress) once horizontal drains are installed. In addition,
some early studies on drainage design for slope stability employed physical and centrifuge modeling
techniques on idealized slopes (Kennedy et al. 1977; Resnick and Znidarcic 1991), but these tools have
yet to be calibrated against field data.




There have been a few studies (Royster, 1980; Lau & Kenney, 1984; Martin et al., 1994, Pathmanathan,
2009), which attempted to describe in part the many parameters controlling the horizontal drainage
design or evaluate the feasibility of using a system of horizontal drains to lower groundwater levels in
hillsides (e.g., Craig and Gray, 1985). For example, Martin et al., 1994 suggested that a small number of
drains installed at appropriate locations in accordance with a well-conceived conceptual groundwater
model may be more effective than a large number of drains installed at uniform spacing over the slope.
Presently, there isn’t a single comprehensive reference within the geotechnical literature that provides
practical guidelines for the design of subsurface drainage for improving slope stability.

Existing drainage design guidelines fall into two distinct categories: steady-state, and transient-based
methods. Since slope stability problems commonly occur during or shortly following intense
precipitation events, over relatively short periods, the steady-state design equations may not be
appropriate for drainage design for slope stability. The transient design equations rely on analytic
solutions to the groundwater flow equation and require a number of simplifying assumptions such as
parallel and regularly spaced subsurface drains, and homogeneous hydraulic conductivity. Although
these conditions may not be met in real field situations, the analytic design equations may still prove
useful for preliminary design purposes.

Research developed over the last seven decades provides numerous analytic solutions for a variety of
field conditions and assumptions. Hooghoudt (1940) presented one of the first design equations for
subsurface drainage conditions and this method falls into the steady-state category. U.S. Department of
Interior (1978) provides useful transient design equations to determine appropriate drain spacing and
depth. The U.S. Department of Interior (1978) method was developed for flat conditions, but other
researchers have found that it is applicable for steep slopes (Ram & Chauhan, 1987). The equations
require an estimate of the hydraulic conductivity (K), specific yield (S,), and the depth to an
impermeable barrier. The design manual also provides a relationship between rainfall and the amount
of rainfall and infiltration that becomes groundwater recharge. The trial-and-error solution begins with
a measured pre-drainage water table elevation, and then curves are provided that relate maximum
water table height to hydrogeologic parameters (K'and S,), groundwater recharge, and drain spacing and
depth. Drain spacing and depth are adjusted until the maximum water table height is lower than a pre-
defined design condition.

Drainage of sloping lands has been discussed by many writers (Bouwer, 1955; Schmid & Luthin, 1964;
Wooding & Chapman, 1966; Childs, 1971; Towner, 1975; Lesaffre, 1987; Lesaffre & Zimmer, 1988; Ram
& Chauhan, 1987; Fipps & Skaggs, 1989), but it has seldom been studied in transient conditions with
variable recharge. Furthermore, limited in situ investigations and model validations have been carried
out. Most of the validation has been achieved by use of Hele-Shaw viscous flow models, such as the one
developed by Luthin & Guitjens (1967) and Marei & Towner (1975). Results indicated that slopes up to
30% have little effect on the designed drain spacing, and this result was confirmed by Chauhan et al.
(1968) and Childs (1971). Benoit & Bornstein (1972) focused on the hydrologic drainage functioning of a
transverse sloping system. Lesaffre (1987) demonstrated that under steady-state conditions, the
influence of slope depends on the ratio between the net recharge rate and the saturated hydraulic
conductivity. More importantly, these papers provide analytic, semi-analytic, or graphical solutions to




aid in the design of drainage systems on sloping land. Hartani et al. (2003) incorporated these drainage
solutions into the drainage model SIDRA, which simulates hourly values of water table elevations and
drain flow rates.

In many situations, the complexity of the field site requires the use of a numerical model to develop
accurate estimates of water table position under drainage conditions. Highly heterogeneous hydraulic
conductivity fields (e.g. fractured systems) and/or complex drainage geometries are examples of
conditions that require a more robust modeling approach. Cai, et al. (1998) simulated the effect of
horizontal drains on the water table position using a three-dimensional finite element model. They
extended the modeling effort by integrating a three-dimensional, elasto-plastic shear strength, finite
element model to calculate a global safety factor. The model was used to investigate the influence of
drain spacing, orientation, and length; rainfall intensity; and hydraulic conductivity on the increase in the
safety factor. Their research found the safety factor is linearly dependent on pressure heads near the
slope surface.

Rahardjo et al. (2003) performed a rigorous measurement campaign combined with numerical modeling
to determine the effectiveness of horizontal drains for slope stability. One of the key findings is that
shallow drains are ineffective in improving the stability of a slope and drains are most effective when
placed at the lowest elevation possible. The basic tenet is to lower the main water table, with less
emphasis placed on direct capture of infiltration. If installed a significant distance into the hillside at the
lowest possible elevation, drains will capture the majority of groundwater and have the largest effect on
lowering the water table. These results are also consistent with the research findings of Lau & Kenney
(1984) and Martin et al. (1994).

There are a variety of numerical groundwater models that can be used to analyze the impact of drainage
systems on water table behavior. In general there are two main categories of groundwater models: fully
saturated and saturated/unsaturated models. MODFLOW (Harbaugh, et al., 2000) is, by far, the most
popular saturated groundwater flow model used by hydrogeologists. One reason for its popularity is its
modular structure, which allows developers to easily incorporate packages to simulate a variety of
subsurface processes. Two such packages that are useful for drainage analysis include the “drain
package” and the “unsaturated-zone flow package”. The drain package has been used for over two
decades to simulate subsurface drainage (e.g. Pohll & Guitjens, 1994). The recent addition of the
unsaturated-zone flow package allows one to simulate the vadose zone in an efficient manner
(Niswonger et al., 2006). Given the results of Rahardjo, et al. (2003), unsaturated zone analysis may not
be necessary for most sites. The use of the unsaturated zone package may prove useful for cases where
the exact timing of flow through the vadose zone to the saturated groundwater system becomes
important. Most recently, the U.S. Geological Survey released the GSFLOW model which is a fully
coupled ground-water and surface-water flow model based on PRMS and MODFLOW (Markstrom et al.,
2008). Although this model would provide the most rigorous analysis for drainage design by linking
surface and groundwater processes, site-specific models require numerous input parameters, significant
pre-processing, and calibration before they can be used effectively. As such, it is unlikely that complex
models such as GSFLOW would be used for regular analysis of slope stability problems.




1.3 Objective of Manual

The primary focus of the design manual is to provide hydrogeologic assistance to geotechnical

engineers. Specific objectives include:

1.
2.

To review all applicable literature related to the design of subsurface drainage systems.

To develop a standard protocol for proper hydrogeologic site characterization using standard
and accepted methodologies common to geotechnical and hydrogeological practice.

Select design guidelines that utilize both analytic and numerical models to cover a wide range of
field conditions.

Validate selected design methodologies against field data.

Provide charts, equations, and useful numerical models for the optimal design of a subsurface
drainage system.

Benefits to users of this manual include:

A single comprehensive reference that can be used by geotechnical engineers and
hydrogeologists to design horizontal drainage systems to increase slope stability.

Safety of unstable slopes and landslides should increase significantly as designs mitigating
subsurface drainage are better understood.

As drainage systems become better understood, they will most likely be used more extensively
for slope stabilization which will significantly reduce expenditures for slope stabilization,
improve performance, and provide for more rapid installation.

Drainage designs should become more efficient and cost-effective.

Construction projects using these designs should have more predictable results.

The manual is organized into nine chapters and four appendices:

Chapter 1: Provides an overview of the problem and a review of previous research relevant to objectives

of this work.

Chapter 2: Briefly presents slope stability analysis involving common failure modes in soil and rock and

the associated contribution of groundwater.

Chapter 3: Includes a presentation of critical hydrologic parameters that are required to properly

parameterize a groundwater system. This includes an explanation of aquifer types, aquifer properties,

Darcy’s Law, the groundwater flow equation and groundwater recharge.

Chapter 4: Details are provided on how to characterize a field site for hydrologic parameters necessary

for drain design. Data collection techniques are discussed, along with how these data define hydrologic

parameters, the pragmatic use of these parameters for groundwater modeling and how to estimate

these parameters if data are not collected.




Chapter 5: Recharge calculations based on the SCS curve number are detailed with step-by-step
guidelines. Calculations for steady state, 100-year precipitation events, as well as observed precipitation
time series data are outlined.

Chapter 6: Groundwater modeling basics are provided to familiarize one with a standard and defensible
approach to numeric modeling. This includes the development of a conceptual model, defining
boundary conditions, typical calibration procedures and the verification of model results.

Chapter 7: Drain design is catalogued with analytical solutions and numeric techniques. For numeric
techniques, generic sites for translational and rotational failure. Proper communication between
groundwater modeling and geotechnical analysis is outlined for efficient drain design. Results point to
sensitive hydrologic parameters and threshold processes important to drain design guidelines.

Chapter 8: Techniques to characterize the hydraulic conductivity tensor for fractured rock are discussed
in the context of data collected on fracture spacing, orientation and length.

Chapter 9: Summarizes design considerations and modeling results.
Appendix A: Contains a comprehensive list of symbols used in the manual with units and definitions.

Appendix B: Is a step-by-step guide to creating a groundwater model for a translational failure surface
using the GUI Groundwater Vistas. The guide includes developing a conceptual model, how to build a
finite difference grid, add boundary conditions and stresses, integration with geotechnical analysis,
importing/exporting data, visual analysis. Analysis is done with and without calibration.

Appendix C: Provides a demonstration site for groundwater modeling is presented that contains long
term data. The site is a single layer of disrupted claystone. The site is complex but affords a discussion
of modeling techniques as well as the advantages and limitations of the approach.

Appendix D: Contains a listing of major soils and associated hydrologic soil groups to aid in curve
number calculation necessary for the SCS approach used to calculate recharge.
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Chapter 2
Slope Stability Analysis

2.1 Introduction

Gravitational and seepage forces contribute to slope instability. The most important types of slope
failure are illustrated in their generalized form in Figure 2.1. They are the circular rotational slip; non-
circular rotational slip; translational slip and compound slip.

Figure 2.1: Types of slope failures (Craig 1997)

In practice, limit-equilibrium methods are used in the analysis of slope stability. Itis considered that
failure is incipient along an assumed or a known failure surface. The shear strength required to maintain
a condition of limit equilibrium is compared with the available shear strength of the soils giving the
average (lumped) factor of safety along the failure surface.

The critical role ground water plays in the stability of slopes was recognized by Terzaghi (1923) in his
principle of effective stress; o=0- u, where o is the effective normal stress, o the total normal stress,
and u the pore water pressure. Itis evident that a slope stability analysis carried out in terms of
effective stress requires an understanding of the distribution of pore water pressures in the slope, and
this understanding implies knowledge of the groundwater flow system. When sufficient funding is
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available and a slope failure or potential failure surface has been identified, piezometers can be installed
and pore pressures can be measured directly. However, even with such measurements, extrapolations
must often be made over large distances to approximate pore pressure distribution between known
points (Hodge and Freeze 1977).

The mathematical simulation of groundwater systems similar to the one reported here using the
MODFLOW would prove to be useful as an independent check on field measured pore pressures, and
when anomalies arise, they may point to unanticipated field conditions that can lead to a modification
of the subsurface model used for analysis. Itis also important to note that serious errors may result in
the factor-of-safety evaluation using limit-equilibrium stability analyses if groundwater data are
inadequate or incorrectly interpreted.

This chapter first presents a summary of the widely used limit-equilibrium-based slope stability analysis.
It is concluded with an analysis (lverson 1991) that highlights the importance of the groundwater flow
field, especially the direction of pore pressure gradients, in influencing the stability of infinite slopes.
The insights drawn from this and other such studies would apply to other more complex limit-
equilibrium analyses.

2.2 Factor of Safety
Factor of safety (FOS) is defined as the ratio of available shear strength (t;) to shear strength (t.,) which
must be mobilized to maintain a condition of limiting equilibrium. This is illustrated by equation 2.1,

FOS = =+ (2.1)
Tm

An FOS < 1 indicates an unstable slope. The acceptable minimum value of factor of safety is variable.

FOS on the order of 1.2 to 1.3 are considered stable. For slopes where critical structures are sited, a

higher minimum of 1.5 is commonly adopted as the consequences of failure are severe.

2.3 Methods of Slope Stability Analysis
Slope stability analysis can be carried out by using different methods with the primary ones being the
slice method and the plane translational slip method.

2.3.1 Slice Method

The potential failure surface is assumed to be a circular arc with center O and radius r as shown in Figure
2.2. Width of each slice is b, u is the pore water pressure at the center of the base, and / is the length of
the base. For any slice the inclination of the base to the horizontal is , and the height, measured on the
center-line, is h. Factor of safety is taken as being same for each slice. The forces acting on the slices
are the total weight of the slice (W); total normal forces on the base(N); the shear force on the base (7);
total normal forces on the sides (E; and E;); and shear forces on sides (X; and X5).
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Figure 2.2: The method of slices (Adapted from Craig, 1997)

Considering momentum about O, the sum of the moments of the shear forces T on the failure arc AC
must equal the moment of the weight of the soil mass ABCD. For any slice the level arm of Wis rsin a,
and therefore

YTr =Y Wrsin « (2.2)
Shear force (T) on the base is calculated by using:

T =1,l (2.3)
Equation (2.1) can be rewritten as:

_
Tm = 705 (2.4)

Substituting Eq. (2.4) into Eq. (2.3)

T = %l (2.5)

Substituting Eq. (2.5) to Eq. (2.2)

Z%I=ZWsinoc (2.6)
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Z‘Efl

Fos = > W sinx

(2.7)

For analysis in terms of effective stress, according to Mohr-Coulomb failure criterion available shear
strength is calculated by using:

7 =c' +o'tang’ (2.8)
Here, ¢’ is cohesion; ¢’ is friction angle and o is effective normal stress.

Substituting Eq. (2.9) to Eq. (2.7) results in:

(c'+o'tangnl

FOS = £

Y W sinx (2.9)
N =d'l (2.10)
Where N’ is the effective normal force.
If arclength ACis La,
Yl=1La (2.11)
Substituting Egs. (2.10) and (2.11) into Eq.(2.9)
FOS = SLattand XN (2.12)
2. W sinx

Since the problem is statically indeterminate, assumptions need to be made in order to estimate N' in
Eg. (2.9). The methods of slices differ in the manner in which these assumptions are made. We present
a summary of the methods that are used in this report. Detailed accounts of these and other methods
are available in soil mechanics texts. Computer software that uses most of these methods are widely
available. This study uses the XSTABL program and the student version of SLOPE/W.

2.3.2 Janbu’s Method

Janbu (1954) developed a general method of slices on the basis of limit equilibrium of blocks. It allows
for an arbitrary shaped, slope failure surface. Forces and moments acting on individual blocks must
satisfy the equilibrium except the uppermost block. The blocks are created by dividing the soil above
the slip surface with dividing planes. Forces acting on individual blocks are showed in the Figure 2.3.

Forces and moment are calculated on individual blocks by taking the following assumptions
(www.finesoftware.eu):

e the dividing planes between blocks are always vertical,

e the line of action of the block weight W; passes through the center of the ith segment of slip
surface represented by point M,

e the normal force N; is acting in the center of the ith segment of slip surface, at point M,
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position Z; of the forces E; acting between blocks is assumed at the slip surface end points where z=0.

Figure 2.3: Forces acting on an individual block (adapted from www.finesoftware.eu)

The following relationships are used to find the factor of safety:

* relationship between effective and total value of the normal force acting on the slip surface,

e Mohr-Coulomb condition representing the relation between the normal and shear forces on a
given segment of the slip surface (N;a T;),

e force equation of equilibrium in the direction normal to the it segment of the slip surface,

e force equation of equilibrium along the it segment of the slip surface, and

e moment equation of equilibrium about point M.

2.3.3 Morgenstern-Price Method

Morgenstern and Price (1965 and 1967) developed a general method of slices on the basis of limit
equilibrium. Forces and moments acting on individual blocks must satisfy the equilibrium. The blocks
are created by dividing the soil above the slip surface with dividing planes. Forces acting on individual
blocks are showed in the Figure 2.3.

Forces and moments are calculated on individual blocks by taking the following assumptions
(www.finesoftware.eu):

e dividing planes between blocks are always vertical,

e the line of action of the block weight W; passes through the center of the it segment of slip
surface represented by point M,

e the normal force N; is acting in the center of the ith segment of slip surface at point M,and
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e theinclination of forces E; acting between blocks is different on each block (6;) at slip surface
end point 6=0.

The relationships similar to those used in Janbu’s method are used to calculate the factor of safety
(section 2.3.2).

2.3.4 Infinite Slope Method

The infinite slope or plane translational slip surface model is shown in Figure 2.4. The angle B indicates
inclination of the slope with the horizontal, and z indicates depth of the failure plane. Location of the
water table is taken at a height of mz above the failure plane. The m value lies between 0 and 1.

Figure 2.4: Plane translational slip (Craig, 1997)

There are five assumptions considered in the plane translational failure analysis:

e potential failure surface is parallel to the surface of the slope;

e potential failure surface is at a depth that is small compared with the length of the
slope;

* length of the slope is infinite;

e water table is parallel to the failure surface; and

e water table is between failure surface and top soil surface.

The shear strength (77) of the soil along the failure plane according to Mohr-Columb criterion is given in
terms of effective stress as:
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s =c' + (0 —u)tang (2.13)

Here, c'is cohesion @ is the friction angle; u is the pore water pressure; and o is the total normal stress.
T is shear strength which must be mobilized to maintain a condition of limiting equilibrium as shown in
Figure 2.4.

Tpn=T (2.14)
Substituting Egs. (2.13) and (2.14) into Eq. (2.1), results in the factor of safety (FOS) as:

c'+(o-u)tangr

FOS = (2.15)
Expressions for g, T, and u are given respectively by:

o =[(1—m)y + mysqlzcos? B (2.16)
T =[(1 —m)y + mysq:]zsinB cos B (2.17)
u = mzy,, cos? f (2.18)

where y and vy, are the dry and saturated unit weights of the soil, respectively.

2.3.5 Wedge Method of Analysis

The wedge slip surface is shown in the Figure 2.5. The angle B indicates inclination of the slope with the
horizontal, and 0 indicates the angle of the failure plane with the horizontal.

failure surface

Figure 2.5: Wedge slip surface
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Multiplying Eq. (2.1) by the area of AC results in:

T Trx(area of AC)

F= Tm  TmX(area of AC) (2.19)
T, X (area of AC) =T = W sinf (2.20)
AC =2 (2.21)
area of = e .
Substituting Egs (2.20), (2.21) and (2.8) into Eq. (2.19) results in:
H
——(c’+o’tan ¢")
_ sinf
F= W sin 6 (2.22)
The above expression can be simplified as:
c'H +(W cos ¢’ tan ¢")
F — sing : (2.23)
W sin 6
Weight (W) of the soil wedge is given by:
W=y x( area 0fABC)=1Lsin(,8—9) (2.24)
2 sinBsin@ ’
Substituting (2.24) into (2.23) results in the factor of safety (F) as:
F=tne, 2o snf (2.25)

tan 6 Yy H (sin(—-6)sin0)

The limit-equilibrium-based method of slope stability analysis uses the pore pressure
information along an assumed failure surface with little consideration of the gradient of the
seepage vector or the complex ground water flow pattern that is contributed by hydraulic
anisotropy, presence of impermeable strata, heterogeneity, and other such factors. In addition,
while the assumption that the slope-parallel flow assumed in most infinite slope stability
models (Fig. 2.4) allows for simplicity, the actual directionality of the hydraulic gradients
(contributed by flow fields) involved require careful evaluation of the resultant stability as
shown below.

2.3.6 Infinite slope: Hydraulic gradient effects

Iverson (1991) considered the state of static equilibrium in an infinite slope shown in Fig. 2.6 with
hydraulic head gradients in X and Y directions and developed a method to calculate the factor of safety.

The hydraulic head (h) is given (in infinite slope) as:

h=£—ycos€—xsin9 (2.26)

Yw
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where, p is the pore water pressure and — y cos8 and x sin is the vertical elevation with respect to
horizontal datum that passes through the origin (Fig. 2.6).

Figure2.6: Schematic profile and definition on geometric parameters for an infinite slope with
groundwater head gradient in an arbitrary direction A. Note that water table necessarily parallels
the ground surfaces as do all surfaces with constant p in infinite slopes (Iverson et al. 1997).

The hydraulic gradient in X and Y direction is obtained by from Eq. (2.26) respectively:

dh/0x = —sin0 (2.27)
79y — L 9P _
oh/dy = 5y COS 6 (2.28)

Where, Z_z is the mean gradient of p between the water table and depth y=Y.

Along the hypothetical failure surface, the effective normal ((¢ — u)) and shear stress (7) are,
respectively:

(c—u) =[r:Y— vw( —d)]cosb — y,(0h/3y)(Y — d) (2.29)
T=[yY — yw(Y —d)]sin@ —y,,(0h/dx)(Y — d) (2.30)
[ =)



where, y; is total unit weight of the soil.

Substituting Egs (2.27), (2.28) ,(2.29),(2.30) and (2.31) into Eq. (2.15) results in the factor of safety (F) as:

Fe [cos 6+(§—1)yitg—z] tan<p+ytLY (2.31)

sin @

For the special case, g—z = y,,c0s68 , which implies the hydraulic head gradient parallels the slopes, Eq.

(2.31) reduces to the factor of safety (Eq. 2.15) derived earlier. In general cases, however (lverson
1991),

op _ sin 6

9y = Yw (—tan/1 + cos 9) (2.32)
In which A is the angular direction of hydraulic gradient measured with respect to an outward-directed
surface-normal vector (Figure 2.6).

In order to compare the above equation with conventional derivation, it is convenient to express Eq.
(2.31) as the sum of a friction term (Ty), ground water term (T,,), and a cohesion term (T.) (lverson 1992;
Iverson et al. 1997):

F=T+T, +T, (2.33a)
In which,
_tang
™ tan@
7 Wd/Y) — 1](@p/dy)tan ¢
W Ye sin@

Cc

Cohesion term=T, = —.
Y+ Y sin @

A quantitative understanding of ground water effects can be gained by examining Egs. (2.33) and

analyzing the influence of T, Ty, and T, on the factor of safety. Figure 2.7 shows the variation of g—z as

. . a
a function of A several values of the slope angle 0. It can be seen that the condition £ >0 results for
all cases in which A< 180 %0, that is, for all values of A smaller than that which specifies a vertically
. . . ap .
downward - [h_/Thus, unless - /h g vertically downward or directed more normally into the slope, £ is

positive, T,, is negative, and groundwater tends to destabilize the slope. Figure 2.7 also shows that this
destabilizing groundwater effect varies systematically as a function of the slope angle. Moreover, the

- . . a
destabilizing effect is most pronounced for small values of A, because (2.32) requires that £ - o as A

- 0.
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The ratio T,/Tymeasures the relative contribution of ground water and friction to the factor of safety.
This ratio can be obtained by combining Egs. (2.33 b, c) and (2.32) (Iverson 1992):

Tw _ [(d/Y)-1](0p/0y)

=————— oras
Ty Y+ cos 6
T d tanf
et ][]
Ty ve LY tani

(2.33b)

(2.33¢)

Figure 2.7 also shows the variation of T,/T; (multiplied by y/y, which typically has a value of 2) for
various slope angles. The stabilizing and destabilizing effect of this term on slope stability is evident.

——

20

Figure 2.7 Graphs
illustrating the influence of

the hydraulic gradient
direction on (A) the pore-
pressure gradient
magnitude and (B) the size
of the groundwater term
(Tw) normalized by the
friction term (T;) for infinite
slopes inclined at various
angles. Shaded zones
denote the parts of the
parameter space in which
groundwater effects reduce
the stability of the slope.
(lverson et al. 1997).
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Chapter 3
Introduction to Groundwater Hydrology

One of the foremost texts on basic hydrogeologic principals is given by Fetter (1994), and most of the
concepts presented here can be referenced to this text. Aquifer characteristics and the principals of
groundwater flow are presented to provide an understanding of these parameters that are necessary to
predict groundwater elevations.

3.1 Aquifer Types

Aquifers are classified as unconfined, confined or perched. Slope stability analysis in this manual is
primarily limited to unconfined systems, but it is necessary to define all three aquifer types for greater
context. Unconfined aquifers exhibit a water table, or a surface at which pore water pressures are equal
to atmospheric pressure. Since the water table surface is not under pressure, water table levels in an
observation well placed in an unconfined aquifer will rise to the elevation of the water table (Figure 3.1).
Recharge to the aquifer principally occurs from the downward seepage of infiltrated water through the
unsaturated zone above the water table. Horizontal movement of groundwater in unconfined aquifers
tends to exhibit the following properties: (1) if the water table is flat, then groundwater movement does
not occur, (2) groundwater movement occurs if the water table is sloping, with movement from higher
water table elevations to lower water table elevations, (3) groundwater discharge may occur in
topographic lows, (4) the water table surface has the same general shape as surface topography and (5)
groundwater generally flows from topographic highs to topographic lows.

Confined aquifers (refer to Figure 3.1) are overlain by a geologic layer with low ability to transmit water.
This low-transmitting unit is termed a confining unit. The pressurized water level, or potentiometric
surface, in a confined aquifer will rise above the top of the aquifer. If water levels drop below the top of
the aquifer, then the system reverts to unconfined status. Recharge will occur in recharge zones where
the aquifer outcrops, or via slow downward movement of infiltrated precipitation through the confining
unit.

Lastly, perched aquifers (Figure 3.2) occur where groundwater mounds upon a geologic layer of
relatively impermeable sediments. Unsaturated conditions exist below these impermeable sediments,
and seepage of water can occur where the impermeable layer intersects with land surface to create a

spring.

3.2 Hydraulic Head

The total mechanical energy of water is expressed as hydraulic head (h). Head is in units of energy per
unit weight, or ML%/T? divided by ML/T? (M=mass, L=length, and T=time), which equals length units (e.g.
feet, meters). The Bernoulli equation (Eq. 3.1) for head considers three types of energy: kinetic,
gravitational potential, and fluid pressure.
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Figure 3.1: A schematic of unconfined and confined aquifers depicting water level rise (white
triangle) in wells screened in each aquifer type, (A) unconfined aquifer, (B) flowing well in the
confined aquifer, and (C) non-flowing well in the confined aquifer. Screened intervals are marked.

Gaining

River

Figure 3.2: A schematic diagram of unconfined and perched aquifers.
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2 *
h=124z4+ 2 (3.1)
29 Pwd

Where v is velocity (L/T), g is gravitational acceleration (L/T?), z is elevation (L), P" is pressure (M/LT?),
and p, is water density (M/L?). Kinetic energy is very small for groundwater systems, with karst aquifer
systems being the exception, and is safely discarded in laminar-dominated groundwater flow systems,
resulting in a simplified equation (3.2).
Pt
pwg

h=z+

(3.2)

3.3 Properties of Aquifers

The hydrologic properties of aquifers most important to estimating water levels are those that define
the abilities of the soil and rock to transfer and store water. Several techniques to estimate parameter
values are discussed in Chapter 6. Focus in this chapter is on the physical meaning of important
parameters and to give a numeric context of these parameters in the governing equations of
groundwater flow.

3.3.1 Porosity and Sorting

Porosity is the fraction of earth material that is void of material. It is the void space that fluid may
occupy. Porosity can be a function of depositional environment (water, wind, ice or gravity), or
secondary processes of dissolution (e.g. karst) or fracturing. Mathematically, porosity (n) is defined as,

Yy

n=
vy’

(3.3)
Where V, is the volume of voids (L3), and V; is the total volume of the earth material, including voids (L).
If the mineral grains in a sedimentary setting are uniform spheres and packed directly above one-
another, which is known as cubic packing (Figure 3.3a), then the associated porosity is 47.65% (Meinzer
1923a). If the spheres stack in the hollow spaces, or rhombohedral packing (Figure 3.3b), the resulting
porosity is reduced to 25.95% (Meinzer 1923a). The end members of porosity for well-sorted, rounded
sediment grains are independent of the diameter of the grains. If the sediment is a mixture of grain
sizes, then smaller grains will fill in the spaces and significantly reduce its porosity (Figure 3.3c). The
wider the range of sediment sizes, then the smaller the porosity. Geologic processes that can result in
large particle-size variability include glaciation (e.g. glacial tills) and mass wasting.

The uniformity coefficient (C,) is a measure of sorting and is defined as the ratio of the grain size that is
60% finer by weight (ds) to the grain size that is 10% finer by weight (d1o).

oo

C, =
Y dyg

(3.4)

A sample is well sorted if C, is less than 4, and poorly sorted if C, is greater than 6. Figure 3.4 is an
example taken from Fetter (1994). Two materials have similar average grain sizes (0.15—-0.2 mm). The
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Figure 3.3: Different packing arrangements for
spherical grains (a) cubic packing with porosity
=47.65%, (b) rhombohedral packing with
porosity = 25.95% and (c) cubic packing with
pore spaces occupied with grains of smaller
diameter. Resulting porosity is significantly

lowered. (Adopted from Fetter C.W., Applied Hydrogeology,
3" Edition © 1994, pp 82-83, Reprinted by permission of
Pearson Education, Inc., Upper Saddle River, NJ).

silty fine to medium sand C, =0.15 mm/0.018 mm = 8.3 is poorly sorted (Fig. 3.4a), while the fine sand C,
=0.21/.15=1.4 and is well sorted (Fig. 3.4b). Correspondingly, the fine sand will have a larger porosity
compared to the poorly sorted silty fine to medium sand, despite having similar median grain size.

The percent porosity in sedimentary rocks can vary tremendously. Clastic rocks can range from 3% to
30%, while limestones and dolomites can have porosities as low as 1% and high as 30%. Clays can have
very large porosities based on irregular shapes that reduce packing and the dispersive effect of
electrostatic charge, which causes some clays to repel each other.

Although porosity is an important parameter, and is often measured in geotechnical studies, it is only
used directly in quantitative assessment of groundwater transport and not in the analysis of head.
Porosity is discussed primarily to compare with specific yield and specific storage, which are the
parameters used for quantitative assessment of groundwater levels.
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3.3.2 Specific Yield
Specific yield (S,) is the ratio of the volume of water that drains from a saturated rock due to gravity to
the total volume of rock (Meinzer 1923b). Surface tension will hold some water to the

U.S. Standard Sieve U.S. Standard Sieve numbers
openings in inches
o e S e Hydrometer
100 T T - T T n T (1]
- ! !
P e
& T 10
1 )
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A, L I
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2 1 . S
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Figure 3.4: Grain size distributions curve for (a) a silty fine to medium sand with C,=8.3 and (b) fine

sand with C.=1.4 (Adopted from Fetter C.W., Applied Hydrogeology, 3" Edition © 1994, pp 85-86, Reprinted by permission of
Pearson Education, Inc., Upper Saddle River, NJ).
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Specific Yield (Percent) Table 3.1: Specific yield ranges for various

Material — -
Minimum Maximum Average sediment textures. Table obtained from Fetter
Clay 0 5 2 (1994), page 91 with original source Johnson
Sandy Cl ay 3 12 7 (1967). (Adopted from Fetter C.W., Applied Hydrogeology, 3"
. Edition © 1994, Reprinted by permission of Pearson Education, Inc.,
Silt 3 19 18 Upper Saddle River, NJ).
Fine Sand 10 28 21
Medium Sand 15 32 26
Coarse Sand 20 35 27
Gravelly Sand 20 35 25
Fine Gravel 21 35 25
Medium Gravel 13 26 23
Coarse Gravel 12 26 22

surface of mineral grains. Finer grains will retain more water through surface tension, under gravity,
than coarser grains. Therefore, clays may have a porosity of 50%, but retain 48% of water and have a
specific yield of only 2%. In all cases, S, will be less than porosity. Table 3.1 provides characteristic
values of S, for various sediment textures. The highest S, values occur in medium to coarse sands (0.5 to
1.0 mm diameter), and decrease rapidly with increased percentages of silt and clay.

3.3.3 Specific Storage and Storativity

In a confined aquifer, water is released from storage but the aquifer remains saturated. This is the
result of the expansion of mineral grains and water as pressure is reduced. Specific storage (S;) is the
amount of water per unit volume of saturated material that is stored (or expelled) as a function of
compressibility of the mineral skeleton and pore water per unit decrease in water level (1/L). This is
sometimes referred to as the elastic storage coefficient. Jacob (1940, 1960) and Cooper (1966) define
specific storage as,

Ss = pwg(a+np), (3.5)

where p,, is the density of water (M/L?), g is acceleration of gravity (L/T?), a’is the compressibility of the
aquifer’s skeleton (1/M/LT?), n is porosity, and Sis the compressibility of water (1/M/LT?). The value of
Scis very small (generally less than 0.0001/ft).

For a confined aquifer, storativity (S) is the specific storage multiplied by the aquifer thickness B and
accounts for the release of water across the entire thickness of the aquifer. Storativity is dimensionless.

S = BS, (3.6)

For an unconfined aquifer,
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S= S, + hS; (3.7)

With the head (h) equal to the saturated thickness of the unconfined aquifer. The second term on the
right hand side of equation 3.7 generally ranges from 5x107 to 5x10™ and is several orders of magnitude
smaller than S, (refer to Table 3.1) and is often ignored for unconfined systems.

3.3.4 Hydraulic Conductivity

Hydraulic conductivity in horizontal direction (x-direction) is a function of the material’s ability to
transmit water (e.g. size and shape of grains, sorting, fracturing) as well as the fluid’s properties (e.g.
density and dynamic viscosity). Material properties of size and sorting are defined by the intrinsic
permeability (K;) given by,

K. = Cd? (3.8)
where Cis a dimensionless shape factor with ranges for common soil types provided in Table 3.2, and d
is pore size diameter. The shape coefficient decreases with decreasing grain size. This reflects an
increase in sediment surface area and the potential for increased contact between water and sediment
when grain sizes are small. The result is greater frictional resistance to flow, and a decline in intrinsic
permeability. Intrinsic permeability is in units of area (L), but in petroleum engineering literature is
often expressed in units of darcy, with 1 darcy equal to 9.87x10° cm?.

Hydraulic conductivity combines intrinsic permeability with the properties of the fluid,

K, = K{MJ (3.9)
U

were pis the fluid density (M/L?), g is acceleration of gravity (L/T), and is dynamic viscosity (F T/L%).
For fresh water at 20°C, p=0.998 g/cm’, L =0.010 g/s-cm. Ranges of intrinsic permeability and
hydraulic conductivity are given in Table 3.3. Groundwater movement is sensitive to the value of
hydraulic conductivity, but ranges in K, span several orders of magnitude for any given material.
Therefore these ranges should act only as a guide. More accurate methods to estimate K, based on
grain size distribution, laboratory techniques and aquifer tests are given in Chapter 4 on site
characterization.

Table 3.2: Ranges of the dimensionless shape coefficient hydraulic conductivity of soils (Adopted from
Fetter C.W., Applied Hydrogeology, 3" Edition © 1994, page 99, Reprinted by permission of Pearson Education, Inc., Upper Saddle River,
NJ).

Material C
Very fine sand, poorly sorted 40-80
Fine sand with appreciable fines 40-80
Medium sand, well sorted 80-120
Coarse sand, poorly sorted 80-120
Coarse sand, well sorted, clean 120-150
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Table 3.3: Ranges of intrinsic permeability and hydraulic conductivity for unconsolidated sediments
(Adopted from Fetter C.W., Applied Hydrogeology, 3" Edition © 1994, page 98, Reprinted by permission of Pearson Education, Inc., Upper
Saddle River, NJ).

Intrinsic Permeability Hydraulic Conductivity
Material (darcys) (cm/s) (ft/d)
Clay 10° to 107 107 to 10° 2.8x10° t0 0.0028
Silt, sandy silts, clayey sands, till 102 to0 10* 10%to0 10 0.0028 to 0.28
Silty sands, fine sands 10%t0 1 10°to0 107 0.028 t0 2.8
Well-sorted sands, glacial outwash 1to 10> 102 t0 10* 2.8 to 283
well-sorted gravel 10 to 10° 10%t0 1 28.3 t0 2834

3.3.5 Transmissivity

Transmissivity (T) is analogous to storativity, in that it provides an overall response of the system based
on aquifer thickness. Transmissivity (L?/T) is used to describe the amount of water an aquifer can
transmit through a unit width of aquifer material,

T = BK, (3.10)

The primary assumption is that water is flowing horizontally. For unconfined aquifers, saturated
thickness is less than aquifer thickness and head (h) is substituted into equation 3.10 for aquifer
thickness (B).

3.3.6 Homogeneity and Isotropy

An aquifer is considered homogenous if hydraulic properties (K, S,, S, T) are the same at all locations.
The system is heterogeneous if these properties change spatially. Heterogeneity can be as simple as a
thickening wedge of sandstone, such that T and S increase, despite K, and S, remaining the same.
Stratigraphic layering in the vertical direction (Figure 3.5a) or facies changes in the horizontal direction
(Figure 3.5b) are common examples of heterogeneity. To compute an effective hydraulic conductivity
for each case, respectively, use equations 3.11 and 3.12, where m = the number of layers, and b is the
individual layer thickness (L).

1 B

K; = ST bu/Knd (3.11)
KE= 57,7 (3.12)

For equation 3.11 and Figure 3.5a, the drop in head is equal for each layer, but the flow through
individual layers are different. With respect to equation 3.12 and Figure 3.5b, flow across each layer is
the same, but the drops in head across individual layers are different.

An isotropic condition is a property that is constant in all directions, while anisotropic means an aquifer
property is dependent on direction. Figure 3.6 shows an example of each, with anisotropy caused by
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Figure 3.6 Examples of (a) isotropic conditions and (b) anisotropic conditions due to grain shape and
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flattened grains. Hydraulic conductivity is at a minimum orthogonal to maximum K,. Figure 3.7 shows
anisotropy in a fractured system, with groundwater flow constrained by the orientation of fractures.

Figure 3.7 Fracture network and associated anisotropy.

Flow paths in homogenous and isotropic systems will be perpendicular to lines of constant head. Figure
3.8a shows a cross section with a recharge and discharge zone in homogeneous and isotropic sediments.
Lines of equal head are color coded with flow moving right to left. In anisotropic conditions, flow
direction is a function of gradient (change in head over distance) and the resultant hydraulic
conductivity vector. If the two vectors are not parallel, then flow paths adjust based on the angular
difference.

With respect to Figure 3.8b, Kis 10 times greater than K. The bias toward the x-direction is witnessed
with flow paths that do not align with modeled equipotential lines at 90 degrees. Instead, flow bends
toward the horizontal. For Figure 3.8c, the opposite is true, with flow paths bending toward the vertical
in the recharge and discharge zones. The no-flow boundary condition at the bottom of the modeled
cross section, however, forces flow in the horizontal in the center of the domain.

Flow paths in heterogeneous materials follow the law of refraction, where groundwater flow bends
away from the normal in less conductive materials. As an example, in Figure 3.8d, groundwater moves
around the low conductivity lens, but moves toward and through the more conductive lens in Figure
3.8e. In the case of subsurface drains that have a higher conductivity than the surrounding material, the
drainage pipes will consequently act as conduits for flow with gradients bending toward them.

3.3.7 Representative Elementary Volume (REV)

A representative elementary volume, or REV, refers to the scale at which a cube of porous material is
large enough to represent the properties of that porous material, but small enough that a change in
head in that volume is relatively small. Within the REV groundwater flow is treated as a continuum and
one needs to define effective hydraulic properties of hydraulic conductivity and storage for the size of
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Figure 3.8: Cross section of flow paths
(blue lines) in sediments that are (a)
homogeneous and isotropic, (b)
homogeneous and anisotropic (K, =10K,),
(c) homogeneous and anisotropic (K, =
0.1K,), (d) heterogeneous and isotropic
with lens 100 times less conductive than
surrounding rock and (e) heterogeneous
and isotropic with lens 100 times more
conductive than surrounding rock. Lines
of equal head are color lines (red = high
head, blue = lower head)
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the REV (e.g aquifer testing, water balances, model calibration, or literature cited properties). The REV
approach is a means of smoothing small scale heterogeneity to a macroscopic scale that is homogenous.

3.4 Darcy’s Law
Darcy’s law defines the steady state rate of fluid flow through porous media (flow in = flow out) as,
(ha—hy)

= —-K,A——= 3.13
Q= —KAZDE, (3.13)
with parameters displayed in Figure 3.9. Q s the flow rate through the porous material (L*/T), A is the
cross sectional area perpendicular to flow, h; is the head (L) (i.e. water level elevation) at location x; (L),
and h, is the head at location x,. The proportionality constant K, (L/T) is the hydraulic conductivity of the

porous medium in the x-direction (horizontal). Flow rate will increase if the head difference increases,
length is shortened, pipe diameter is increased and/or K, is increased.

As an example, a medium-grained sand with a K, = 0.017 cm/s (48 ft/d), a cross sectional area of 30 cm?,
length of 20 cm and a change in head of 10 cm results in a discharge Q =-0.017(30)(-10/20) = 0.255

3
cm’/s.

Figure 3.9: Horizontal pipe filled with unconsolidated porous medium to demonstrate Darcy’s Law.
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3.5 Groundwater Flow Equation for a Confined Aquifer

3.5.1 Transient Conditions

The groundwater flow equation is the governing equation for groundwater hydrology to describe
groundwater movement. It combines Darcy’s Law with the conservation of mass. The conservation of
mass states that the mass into a unit volume minus the mass out of the unit volume is equal to a change
in storage.

Mass In — Mass Out = Change of Storage (3.14)

Figure 3.10 focuses on the conservation of mass in the x-direction for a fully saturated control volume.

Figure 3.10: Control
volume for flow

through a confined
aquifer with flow
per unit cross
sectional area in the
x-direction (qy)
shown.

The assumption is that no internal sources or sinks exist in the control volume. The net change in the
control volume due to fluid movement parallel to the x-direction (left hand side of equation 3.14) is,

[
PwxDyAz — [quyAz + 5 (pwqx)AxAyAZ] (3.15)

And results in,— % (pwqx)AxAyAz, with similar terms derived for the other two directions -

) )
5 (pwqy)AxAyAZ and —— (pwqz)AxAyAz.

The mass in the control volume,
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M = np,AxAyAz (3.16)

Where n is porosity. The change in mass of water (right hand side of equation 3.14) with respect to time
requires one to take the derivative of equation 3.16. The vertical dimension ( Az) is allowed to
compress/expand with time while the other dimensions are assumed fixed.

M 8
v AxAya (pynAz) (3.17)

In order to get terms as a function of head, it is necessary to convert n and p,, into functions of pressure
and time. From the product rule

Spw 5Az

1) on
5 (pwn) = TlAZW + prZE + pwny (3.18)
And the chain rule and P = pressure (M/LT?),
Spw _ SpwSP

st 6P 68t (3.19)
on én &P

= 3P or (3.20)
5Az 6Az &P
St T sp et (3.21)
Equations 3.19, 3.20 and 3.21 are substituted into 3.18 and rearranged to produce,

1) Spw on 6Az 6P
AxAya (pwnAz) = AxAy (TlAZF + prZE + pyn 5) m (3.22)
Where % is the compressibility of water () with respect to pressure and is assumed constant.
_ 1 %pw _ -10 m?
B = - =44x10 Iy (3.23)

If one assumes that the aquifer matrix is elastic, then the coefficient of compressibility of solids (a) is
defined as either a function of Az or n as,

_ iS(Az) _ 1 S_n

T Az P~ (1-n) 8P (3.24)
Equation 3.22 becomes,

5 5P

AxAy — (pwn) = AxAyAz(p, (nf — @) > (3.25)
The right hand and left hand sides of equation 3.14 are equated,
S(pwqx) 5(pwqy) S(pwlz) _ _ _ S_P

T 5y == pw(nB — a) 50 (3.26)

Rearranging equation 3.2,
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P =(h—-2)pwyg (3.27)

Taking the time derivative of equation 3.27 and assuming g, is constant,

5P 5h

= PwIy, (3.28)
And substituting equation 3.26 results in,

Sax | %4y 4 dar _ _ o

5 T 5 +5)= pwg(np — a) 5 (3.29)

Specific storage (S;) is the constant that controls the amount of fluid volume that the aquifer matrix can
hold and does not differentiate between compressibility due to water and the compressibility of aquifer
matrix. Ssis defined in equation 3.5. Substituting equation 3.5 and Darcy’s Law for flow per unit cross
sectional area into equation 3.29 results in the groundwater flow equation for a confined aquifer that is
both heterogeneous and anisotropic and for transient conditions becomes,

£ )+ 50 2) +E(0 D) -5 =

3.5.2 Homogonous/Isotropic
If the confined aquifer is considered homogenous, then hydraulic conductivity does not change with
location and can be pulled from the space-derivative. Equation 3.30 simplifies to,

8%h 8%h 8%h Sh

Kzt By sat Kegz =S5, (3.31)
If the aquifer is isotropic, then K = K, = K, = K,. If the aquifer is homogenous and isotropic, the
groundwater flow equation further reduces to,

8%h | 8%h | 0%h _ S;8h _ SOh (3.32)

5x2 ' &y? ' 822 K &t T 6t

3.5.3 Steady State Conditions
Steady state means that head does not change over time and % =0, and storage terms are no longer
required for the solution. The simplest groundwater flow equation is for 1-dimensional flow given

steady state conditions in a confined aquifer. The groundwater flow equation reduces to,

2
8h_ (3.33)

5x2

Equation 3.33 is relatively easy to solve analytically by integrating once (indefinitely), then substituting
in Darcy’s Law, separating the variables and integrating to produce,

h, = hy — Z—x (3.34)

For flow per unit width (Q’) is equated to flow per unit area (g,) as,
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Q' = q.B (3.35)

For an example, refer to Figure 3.11. Given h; = 100 ft, K = 1 ft/d, B = 100 ft, x = 1000 ft and Q’ = 1 ft*/d
then g, = 1/100 ft/d, and h, = 100 — (1)(1000)/(1)(100) = 90 ft

Figure 3.11: Schematic diagram for a confined aquifer in one dimension.

3.6 Groundwater Flow Equation for an Unconfined Aquifer

3.6.1 Transient Conditions

Refer to Figure 3.12 for the head profile in a 1-dimensional, unconfined aquifer with the water table
surface defined by equation 3.2. The water table (point A) is at atmospheric pressure and P/p,g = 0.
Therefore, all mechanical energy at point A is from potential energy, such that h = z, and hydraulic head
is equal to the saturated thickness of the aquifer.

The area (A) term in Darcy’s law (Equation 3.13) is impacted by replacing aquifer thickness (B) with
saturated thickness. Flow is defined as,

dh
Q= —Khw—, (3.35)

Where w = unit aquifer width (L). Use of Darcy’s law assumes that flow is horizontal. For unconfined
. . dh . .
flow, the hydraulic gradient (E) must be small compared to the overall saturated thickness for this

assumption to be valid (also referred to as Dupuit assumption). To be valid, the hydraulic gradient (or
tanB) should closely match the slope of the water table (sinB), where 0 is the angle from horizontal. This

assumption is valid for 8< 15°.
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Figure 3.12: Schematic diagram for an unconfined aquifer in one dimension.

Drainage in an unconfined aquifer results in a lowering of the water table and the saturated thickness is
reduced, as is the ability of the aquifer to transmit water (T = Kh). The resulting non-linear, groundwater
flow equation becomes,

2 (Kxh%) + %(Kyhg—z) +2 (th%) =5, (3.36)

For homogenous and isotropic conditions,

82h?  6%h? n 8%h* _ Sy ésh
5x2 | Sy2 | 8§z2 K 6t

(3.37)

3.6.2 Steady State Conditions
Using equation 3.35 for flow per unit width,

Q' = —KhT (3.38)
and integrate,
Q' = —o-(h3—hd) (3.39)

To compare with the example provided in a confined aquifer (section 3.5.2). Givenh; =100ft,K=1
ft/d, B = 100 ft, x = 1000 ft and Q' = 1 ft*/d then h, =( 100* - (2)(1)(1000)/(1))°° = 89.4 ft. For the same
flow rate in an unconfined aquifer, head drop is more than 0.5 ft greater than for a confined aquifer
over the same distance.
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Chapter 4
Site Characterization

4.1 Introduction

Site characterization is focused on defining the parameters necessary to construct and parameterize a
hydrogeologic model (refer to Chapter 6), as well as defining the geotechnical aspects for subsequent
slope stability analyses. For the purposes of this report, the hydrogeologic model includes

1. the topography and watershed boundaries,
2. the stratigraphy with associated hydrogeologic characteristics, and

3. the precipitation and surface runoff characteristics that influence groundwater recharge.

4.2 Hydrogeologic Model

Details are provided on how to characterize a field site for hydrogeologic parameters necessary for drain
design. Data collection techniques are discussed, along with how these data define hydrogeologic
parameters, the pragmatic use of these parameters for groundwater modeling, and how to estimate
these parameters if field data are not collected.

4.2.1 Watershed Delineation and Topography

Watershed delineation is an important initial step in establishing hydrologic divides and will define the
extent of the hydrogeologic model domain. The watershed boundary is recognized as a no-flow
boundary condition, which greatly simplifies water budget components and characterization of numeric
model boundary conditions.

Several documents (e.g. http://www.nh.nrcs.usda.gov/technical/Publications/Topowatershed.pdf) and
computer programs (e.g. ArcGlS) exist to aid in reading or generating topographic maps and how to
delineate a watershed boundary. Using the example provided in Figure 4.1, the first step of establishing
the watershed boundary is to define the outlet, or downstream location of the study site. This
topographic low spot is highlighted with a circle in Figure 4.1a. Second, it is necessary to find the high
points, or ridges, along both sides of the drainage system beginning from the watershed outlet, and
extending uphill to the watershed’s headwaters. In the case of a uniform slope with no distinct surface
drainage pattern or with no surrounding hydrologic divides, establishment of the watershed boundary
should be made by extending the study site well beyond the region of concern and assuming lateral
inflow is minimal. In this circumstance, the upgradient boundary condition is monitored with on
observation well to track water level response to precipitation events.

Surface water falling anywhere in the watershed’s area will flow through the basin and eventually exit
the basin via the system’s outlet. Regional groundwater flows can occur across watershed domains, but
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the necessity of quantifying groundwater flux across the watershed boundary is minimized by including
the entire watershed in the analysis.

Topographic data is often available as a digital elevation model (DEM) from U.S. Geological Survey
topographic mapping, generated from conventional land surveying or use of a Light Detection and
Ranging (LiDAR) survey. Graphical user interfaces (GUI) developed specifically for groundwater models
allow importation of topographic data as well as several interpolation algorithms to assign elevations
across the model domain. Appendix B provides a step-by-step guide on how to import topographic data
into a groundwater model platform. Scale of the topographic survey will depend on the level of
heterogeneity, the water level change in space and time (i.e. perturbed by recharge) and should be
indicative of the REV discussed in chapter 3.3.7. Those systems experiencing a large change in water
level over small spatial or temporal scales will need a smaller resolution in their survey. Topographic
surveys on the order of 1 m intervals or the use of USGS 30 m DEM grids should be adequate for most
circumstances. Surveys of well locations, and piezometer elevations should be accurate (tenths to
hundredths of a meter) to properly quantify water level (or pore pressure) changes in the system.

(a) (b)

Figure 4.1: (a) Topographic map showing land surface elevation at 5 ft intervals. The black circle
(right edge) represents watershed outlet and thick black line delineates the watershed. (b) A surface
map showing elevation in color scale and the watershed boundary given as a white line.

4.2.2 Hydrostratigraphy
The next site characterization step is to define the hydrostratigraphy within the watershed boundary.
Stratigraphy refers to the composition, thickness, and distribution/position/orientation of the
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hydrogeologic units that underlie the site. Hydrostratigraphy controls how and where groundwater is
recharged, moves through the watershed, and is discharged.

Distinct geologic units can have similar hydrogeologic properties and can be combined into a single
water bearing unit. In contrast, facies changes within a single geologic unit, or highly heterogeneous
strata may result in highly variable hydrogeologic properties, requiring a single geologic unit to be
subdivided into distinct hydrogeologic units. The decision to combine or subdivide geologic units into a
single or multiple hydrogeologic units is based on measured values for hydraulic conductivity, porosity,
storage and ability of groundwater models to replicate observed water levels.

The development of the stratigraphy of a site is common practice for geotechnical design. Typical
resources and methods employed include published/unpublished geologic mapping and other
geotechnical/geologic/hydrogeologic references, airphotos and remotely sensed data, geologic site
reconnaissance and mapping, subsurface exploration, and geophysical methods.

The review of regional-scale geologic maps and remotely sensed data are usually insufficient for detailed
site characterization and generally need to be augmented with site-specific data collection. Geologic site
reconnaissance and mapping is highly valuable for identifying local surface drainage patterns,
geomorphic processes, and surficial distribution of geologic units, and informs the scope of further site
investigation.

Subsurface explorations are typically necessary to develop the stratigraphy underlying the site and to
provide needed hydrogeologic data. Most often, these would include test borings and/or test pits and
trenches. A boring/well log is prepared summarizing the composition, depth and thickness of the
geologic units encountered, as well as any water-bearing zones. If possible, subsurface conditions
encountered in the explorations should be correlated with regional geologic conditions. Land surface
elevation, coordinates of the boring/well, and boring construction details are also required. If pracitical,
borings should penetrate the full depth of the geologic unit of interest and be screened in that unit for
which analysis is pertinent. Typically, a minimum of two to three borings is needed to define subsurface
conditions for a simple slope. These can be placed down the central axis of the slope. More complex
slope geometry and/or stratigraphy will require a greater number of borings.

Surface geophysical methods can be extremely useful and a cost-effective means to gain additional
subsurface data between widely spaced borings and outcrops. According to Fetter (1994), the most
common surficial geophysical techniques for hydrogeologic characterization include:

e Direct current resistivity: This technique has large application to hydrologic studies. Current is

introduced into the ground between two metal electrodes. Knowing the current flowing through
the ground, and the potential difference between the electrodes, it is possible to compute the
resistivity of earth materials, which can vary widely. Gravel has a higher resistance than does silt
or clay under similar moisture conditions because of the greater number of charged surfaces
associated with finer materials. As moisture increases so does the material’s ability to conduct
electricity. Therefore, dry materials have a higher resistance compared to those that are wet.
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e Electromagnetic conductivity: This is the inverse technique to resistivity. A magnetic field is

generated by passing an alternating current through a transmitter coil. The magnetic field
induces an electric current through the ground at different strengths depending on the
material’s conductivity, with field strength measured via a passive receiver coil. Changes in
phase, amplitude and orientation can be measured in space or time and are related to electrical
properties of the earth. There are several electromagnetic methods, with all being relatively
rapid to conduct. Similar results are attainable with resistivity and electromagnetic conductivity
surveys.

e Seismic refraction: Seismic methods are often used to determine the depth to bedrock, slope of

bedrock, or depth to water table and often used in hydrogeologic mapping. Seismic refraction is
most common for determining thickness of unconsolidated sediment overlying bedrock. An
artificial seismic wave underground will travel more slowly through unconsolidated material in
comparison to solid bedrock. The travel time of seismic waves over varying distances will allow
mapping of the bedrock-unconsolidated material interface.

e Ground-penetrating radar (GPR): This technique is based on the transmission of repetitive

pulses of electromagnetic waves into the ground. These pulses are reflected back to the surface
when they encounter the interface between materials with differing dielectric properties, and
show variations in strata. Lower frequency waves (down to 10 MHz) will travel to greater depth,
while higher frequencies (1000 MHz) are limited to shallower depths but provide greater
resolution. Ranges in GPR signal depths are about 20 ft in fine-grained glaciolacustrine
sediments and may be up to 70 ft in coarse-grained sands and gravels. GPR, in conjunction with
borehole data, can distinguish fine-grained and coarse-grained sediments, bedrock, as well as
the water table in coarse grained material. The depth to the water table in fine-grained material
(with a substantial capillary fringe) is not easily identified with GPR.

e Magnetic surveys: Magnetic anomalies indicate the types of rocks in a very general way, and

can be used to track those types of rocks that exhibit magnetic behavior. Most unconsolidated
sediments are not magnetic and cannot be delineated with a magnetic survey.
e Gravity anomalies: The mass of rock in the subsurface will affect the local value of the

acceleration of gravity. Using a reference value and several corrections for elevation, latitude,
terrain and tidal effects, it is possible to map buried bedrock.

Geophysical techniques used within a test boring are common in the petroleum industry, research
projects and with large municipal wells. They are less common with small production wells and small
projects. However, several of these techniques are helpful in estimating porosity, permeability and
changes in lithology, and are noted (Fetter, 1994).

e Single-Point Resistance: Several resistive techniques are available with the simplest being the

single-point technique. A single electrode is lowered down the borehole while the second
electrode is kept at land surface. The single point approach measures resistance of all the rocks
between the electrodes. If the fluid in the borehole is homogenous, then changes in resistance
are due to changes in lithology. Sand, gravel, sandstone and lignite have high resistance. Clay
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and shale have the lowest resistance. Fractures will exhibit lower resistance, as will increased
salinity.

e Resistivity: Resistivity is different than resistance. The former is measured in ohm-meters, while
the latter is given in ohms. Two current electrodes are lowered down the borehole with
resistance measured between two additional electrodes. Resistivity traces are similar to the
single-point resistance technique, but this technique allows for different electrode
configurations (e.g. short normal and long normal) to provide resistivity at varying radial
distances from the borehole. All resistivity configurations will provide data at greater distances
compared to the single-point resistance technique.

e Natural Gamma Radiation: This techniques measures the natural radiation of gamma from

potassium-40, part of the uranium-238 and thorium-232 decay series. Increased gamma activity
will occur from sedimentary rocks that contain potassium-rich shale, clays or rocks containing
phosphate. Therefore, lithologic differences in the rock can be distinguished. For example, a
shaley sandstone will have much higher radiation than a clean, quartz-rich sandstone.

* Neutron Logging: A probe containing a radioactive substance, such as PbBe, is lowered down the
borehole. Neutrons emitted from the probe collide with the nuclei of hydrogen atoms, and
detectors measure the resulting gamma radiation produced by these interactions or the energy
levels of the neutrons that are captured or moderated by the hydrogen atom. Water in the pore
spaces is the dominant source of hydrogen. Therefore, saturated rocks with high porosity will
capture/moderate more neutrons than rocks with low porosity. Along with porosity, it is
possible to measure specific yield in unconfined aquifers. Above the water table, moisture
content can be measured but not porosity.

e Gamma-Gamma Radiation: This technique allows an estimate of porosity based on a material’s

bulk density (weight of rock divided by the total volume). Cobalt-60 is lowered down the
borehole which emits gamma radiation. Gamma protons are absorbed or scattered by all
material it comes into contact with, with absorption proportional to bulk density.

The reader is referred to Wightman et al. (2004) for more in depth treatment of geophysical methods
and their sutability for characterizing a variety of site conditions.

4.2.3 GroundwaterData

Initial water level (or pore pressure) data should be collected at the time of drilling, and piezometers
should be installed in suspected water-bearing zones to monitor water levels over time. Accurate
characterization of the stratigraphy and proper piezometer construction and development are vital to
ensure accurate characterization of groundwater levels. For standpipe-type piezometers,
screened/sanded intervals within suspected water-bearing zones must be sufficiently isolated from
overlying water-bearing zones to avoid cross communication of aquifers and inaccurate groundwater
measurements. Driscoll (1986) provides a thorough treatment of well construction. Alternatively,
vibrating wire piezometers can be sanded or grouted in place within the desired geologic unit of
interest. Piezometer construction should be well detailed on the boring log to document the source
zone and to be able to assess the quality of the groundwater data.
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Consideration should be given to monitoring frequency of piezometers. Infrequent manual
measurements may be sufficient for aquifers that do not respond rapidly to precipitation (or drainage)
and fluctuate slowly through wet and dry seasons. For aquifers that exhibit flashy response, continuous
monitoring with the use of a datalogger should be considered. Often, the degree of responsiveness is
not known or is misjudged at the beginning of an investigation (Fig 4.2). Higher initial equipment costs
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Figure 4.2 Graph depicts groundwater response to rainfall (data collected on 4-hour intervals with
dataloggers) in a large landslide complex on the western Olympic Peninsula, Washington that
receives about 120 inches of precipitation annually. Piezometer H-6¢-05 is constructed in a glacially
over-consolidated outwash consisting of very dense silty gravel with sand; note large flashy
response to storm events. Piezometer H-5b-06 is constructed within intensely sheared siltstone;
note comparable responsiveness.

for continuous monitoring are offset by increased labor costs for frequent manual readings and more
complete and useful data.

As mentioned in section 4.2.2, a minimum of two to three borings are required for fairly simple slope
configurations, with a greater number of borings necessary for more complex slopes and subsurface
conditions. If possible, one boring should be placed at/near the upper edge of the site domain to
measure the groundwater conditions entering the system. A minimum of three wells are also required
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to determine the shape of the potentiometric surface and horizontal movement of groundwater flow. If
vertical head differences are important, then piezometer nests are needed, with piezometers placed in
conjunction with different screened intervals. If the well is fully screened, then piezometer nests are not
informative. Nested piezometers should be installed if anisotropy is expected to be important. Such
examples occur if there exist extensive silt/clay lenses, confining layers and/or thick units of glacial till.

4.2.4 Precipitation

Precipitation can vary significantly by geographic location based on elevation and slope aspect.
Therefore, it is highly recommended that on-site precipitation data is collected. Rain depths at six hour
intervals, or less, are used to compute groundwater recharge and are useful when evaluating aquifer
responsiveness (refer to Chapter 5). The standard rain gauge consists of an 8-inch open cylinder with a
funnel and a smaller measuring tube inside. The measuring tube is constructed with a cross sectional
area 1/10 that of the larger collecting cylinder. Therefore, one-tenth of an inch of rain will rise one inch
in the measuring tube and make measuring rain depth more precise. The tipping bucket gauge is an
alternative to the standard gauge. Collection buckets tip when they sense the weight of 0.1 inches of
precipitation, which an electronic signal sent to the recorder each time a bucket tips. The tipping bucket
is good at measuring light rain, but can fail to keep up during large events. Lastly, weighing-rain gauges
are available, in which the depth of water is tracked based on the weight of water in the collection
container. Automated gages for weighing and tipping are available.

If on-site precipitation collection is not possible, or not coordinated with observed water level data, then
agency data should be used. Agency data are typically archived at the daily level and easily
downloadable. Data at a finer temporal resolution can be available, but may require special inquiry and
a fee to obtain.

The primary data archive site is with NOAA's regional climate centers
(http://www.ncdc.noaa.gov/oa/climate/regionalclimatecenters.html). These are federal-state
cooperatives and managed by NOAA’s National Climate Data Center (NCDC). There are six regional
centers with Figure 4.3 showing centers by region/state. As an example, follow links to the Western
Regional Climate Center (WRCC). Listed are two programs with readily available data

0 Remote Automatic Weather Service (RAWs) under WRCC Projects
(http://www.raws.dri.edu/index.html)
0 Historic Climate Information (http://www.wrcc.dri.edu/CLIMATEDATA.html)

RAWSs data provides historic daily data, while historic stations (e.g. COOP stations) provide averaged
daily values, with minimum and maximum observed, for specified periods of record. If necessary,
scaling of weather station data with study site data is recommended to fill in data gaps. However,
variability between weather stations and the study site are not consistent and can introduce significant
error.
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Figure 4.3: Regional climate centers by state (figure obtained from
http://www.ncdc.noaa.gov/oa/climate/regionalclimatecenters.html)

4.2.5 Hydrologic Soil-Cover Complexes

Soil type and vegetation status, as well as land use, are used to predict the amount of precipitation that
is partitioned into groundwater recharge. While rigorous approaches to soil infiltration are available,
such as Horton (1933, 1939), Philip (1957, 1969) or Green-Ampt (1911), a relatively simple approach
developed by the USDA Natural Resources Conservation Service (NRCS), formally called the Soil
Conservation Service (SCS), is recommended. A full description of the SCS approach is discussed in
Chapter 5 of this manual with hydrologic soil groups provided in Appendix D.

Hydrologic characteristics of soils are defined in terms of a dimensionless curve number (CN). The curve
number ranges between 0 and 100, with 100 representing an impervious surface (e.g. concrete).

Natural systems have CN < 100. Examples of CNs for “other” agricultural lands are provided in Table 4.1,
while arid and semi-arid rangelands are given in Table 4.2. The National Hydrology Engineering
Handbook (630), Chapter 7 (USDA, 2009) discusses hydrologic soil groups, while Chapter 8 classifies land
use treatments in the field (USDA, 2002). Chapter 9 of the National Hydrology Engineering Handbook
(USDA, 2004) provides curve number estimates for forest ranges in the western United States, with CN
modified by ground cover density and soil group. The Handbook is found online at
www.nrcs.usda.gov/wps/portal/nrcs/detailfull/national/wntsc/?&cid=stelprdb1043063.Hydrologic soil
groups are affected by subsurface permeability and soil-intake rates. Soils are classified into one of four
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groups (A, B, C and D) according to their minimum infiltration rate on bare soil and after prolonged
wetting. Soil groups are defined as follows (NRCS, 1986,).

0 Group A: low runoff potential and high infiltration rates even when thoroughly wetted.
Generally consist of deep, well to excessively drained sands or gravel and have a high
transmission rate of water (> 0.30 inches per hour)

0 Group B: Moderate infiltration rates when thoroughly wetted. Generally consists of deep,
moderately well to well drained soils with moderately fine to moderately coarse textures.
Water transmission rates are on the order of 0.15 to 0.30 inches per hour.

0 Group C: Soils have low infiltration rates when thoroughly wetted. Soils generally contain a
layer that impedes downward movement of water, with soils of moderate to moderately-fine
texture. Transmission rates are on the order of 0.05 to 0.15 inches per hour.

0 Group D: Soils have a high runoff potential. Infiltration rates are very low when thoroughly
wetted. Soils consist primarily of clays with a high swelling potential, permanently high water
table, claypan or clay layer at or near the land surface and/or shallow soils over an impervious
material. Transmission rates are 0 to 0.05 inches per hour.

TR-55 (USDA, 1986) lists many of the major soils and associated soil groups in the United States and is
provided in Appendix D. Soils in a specific area of interest are obtained by soil reports conducted by
local SCS offices or water conservation districts. The USDA also offers archived papers discussing local
sources of runoff CN, past and present procedures of the SCS approach, etc.
http://www.nrcs.usda.gov/wps/portal/nrcs/detailfull/national/water/manage/?&cid=stelprdb1043053.

Cover type (bare soil, vegetation type and density) are determined by a field reconnaissance, aerial
photographs and/or land use maps, while hydrologic condition refers to the effect of cover type and
condition on runoff potential. Hydrologic condition can be assessed by density of vegetation, amount of
year round cover, amount of grass, or degree of surface roughness. Good hydrologic condition denotes a
soil with low runoff potential for a specific hydrologic soil group, cover type and treatment.

Modifications of the CN, based on antecedent moisture conditions or slope, are discussed in Chapter 6
of this manual, along with sensitivity of estimated recharge to uncertainty in CN. Chapter 7 examines
the impacts on drain design based on uncertainty in CN for a site susceptible to translational failure.

4.2.6 Hydraulic Conductivity

Hydraulic conductivity (K,) ranges over 12 orders-of-magnitude, depending on the water-transmitting
characteristics of the aquifer materials (refer to Figure 4.4). Hydraulic conductivity of similar materials
can vary over several orders-of-magnitude based on heterogeneity, anisotropy, sorting, as well as post-
diagenetic circumstances (e.g. solution cavities, fracturing). It is therefore not recommended to use
material type of an aquifer as the sole basis of estimating hydraulic conductivity. Instead, material type
should be used as a means to check measured values for consistency.

Most common practices for estimating hydraulic conductivity include correlation with sediment grain-
size distribution, lab-scale permeameters, field-scale slug or pump tests, and numeric model calibration.
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The latter is discussed in Chapter 6 — Introduction to Groundwater Modeling, while a step-by-step guide
to calibrating hydraulic conductivity is given in Appendix B.

Table 4.1: Runoff curve numbers (CN) for other agricultural lands
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Table 4.2: Runoff curve numbers (CN) for arid and semi-arid rangelands.

Figure 4.4: Ranges of hydraulic conductivity (ft/d) for many aquifer materials (modified from Fetter,
1994).
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4.2.6.1 Grain-Size Distribution

The first, and simplest, method for estimating hydraulic conductivity is to assume a correlation with
grain-size distribution. As the medium grain size increases, so does hydraulic conductivity due to larger
pore openings. However, if a sample is poorly sorted (i.e. well graded) then the standard deviation of
particle sizes increases and permeability will decrease. The Hazen method gives large weight to grain-
size variability with the following relationship,

K, = Cdj (4.1)
Where K, is in units of cm/s, Cis the dimensionless shape coefficient provided in the discussion of
aquifer properties (Table 3.2), and d,, is the effective grain size (cm) defined by the grain size that is 10%
finer by weight. To help illustrate the importance of sorting on estimates of hydraulic conductivity
computed with the Hazen method, refer to Figure3.4. The median grain size in both distributions are
nearly equal (0.15-0.2 mm) but variance in gain size for the silty fine to medium sand is much larger than
for the fine sand. For the poorly sorted, silty fine to medium sand, d;p = 0.018 mm, C is estimated at 80
and the resulting K, = 2.6x10™ cm/s (0.74 ft/d). In contrast, a well sorted (poorly graded) fine sand with
d;0=0.15 mm and C estimated at 80 will produce K, = 1.8x10% cm/s (1555 ft/d), or an increase in
hydraulic conductivity by over three orders-of-magnitude.

4.2.6.2 Laboratory Estimates of Hydraulic Conductivity

Hydraulic conductivity can also be measured in the laboratory with a permeameter. These devices are
typically cylindrical chambers that hold a sample of rock or sediment. Two types of permeameters are
widely used. The constant-head permeameter (Figure 4.5) works well for non-cohesive materials, such
as sands, gravels, or rock. It contains an inflow reservoir of constant water level and steady state
outflow rates. Hydraulic conductivity is computed using Darcy’s Law such that h = h;-h, and L = length of
the sample or x;-x,.,

_e

K, = .
X Ah

(4.2)
Fetter (1994) warns that hydraulic gradients should approximate those seen in the field and that the
change in head (h) should never be more than 0.5 times the sample length L. If the head is too large,
then flow velocities can become large enough to produce turbulent flow and negate Darcy’s law (quick
sand conditions can arise).

A falling-head permeameter is used for cohesive materials with potentially low hydraulic conductivities
and a relatively low volume of water moving through the sample, (Figure 4.6). The initial water level (hy)
compared to the outflow height at initial time t,, and the water level (h;) at a later time t; = t are
tabulated. Itis also necessary to know the inside area of the falling tube (A,), the length of the sample
(L) and the cross sectional area of the sample (A.).
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Figure 4.5: Schematic of a constant-head permeameter.
(Adopted from Fetter C.W., Applied Hydrogeology, 3" Edition © 1994, page 105, Reprinted by permission of Pearson Education, Inc.,
Upper Saddle River, NJ).

Figure 4.6: Schematic of a falling-head permeameter.
(Adopted from Fetter C.W., Applied Hydrogeology, 3" Edition © 1994, page 105, Reprinted by permission of Pearson Education, Inc.,
Upper Saddle River, NJ).
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Using Darcy’s law and the principal of continuity that states Q;, = Qg

dh h
—Av = KeAcr (4.3)

Solving for hydraulic conductivity in the x direction,

_ Al dh
K, = Ah dr (4.4)
and integrating from t,= 0 to t;=t, given h = hyat t=0 and h = h; at t; produces,

_ Ay (ho
Ke = 5 (hl) (4.5)

4.2.6.3 Slug Tests

Slug tests allow relatively quick and inexpensive point-estimates of hydraulic conductivity at the field
scale to account for system heterogeneity at a larger scale than measured in the laboratory. Slug test
estimates of hydraulic conductivity can be conducted across the site, or combined with laboratory or
grain-size distribution estimates for more complete site characterization. In addition, slug tests can be
used at contaminated sites to limit the discharge of contaminated water and can be used as a precursor
to larger multi-well pump test as a means for design.

Data collected for a slug tests includes an initial measurement of water level in a monitoring well prior
to any disturbance. This is followed by a rapid removal, or addition, of a known quantity of water to
closely approximate instantaneous change in head (Figure 4.7). The rate at which the water level rises
or falls to its original state is used to compute hydraulic conductivity in the immediate vicinity of the
well. For analytical considerations, head displacement is assumed positive regardless of whether water
is removed or added to the well.

Figure 4.7: Schematic of a slug test in which the
dashed line is the water original water level in
the well prior to any disturbance.

Displacement due to an addition of water (+hy),
or rapid removal of water (-hy), is recorded, as
are water levels over time as the well returns
to its original state.
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Several methods for solving for K, given slug-test data exist (e.g. Cooper et al., 1967; van der Kamp,
1976). This manual will focus on the Bouwer-Rice method (Bouwer and Rice, 1976; Bouwer, 1989) for its
general applicability. The Bouwer-Rice approach can be performed in open boreholes or screened wells
and is applicable to fully or partially penetrating wells. The method was originally designed for
unconfined systems, but it can also be used in confined aquifers if the bottom of the confining layer is
far above the top of screened interval in the well (Fetter, 1994). For higher hydraulic conductivity
materials (1-100 ft/d), it is recommended to repeat the slug test two or three times (rising and falling
scenarios) with consistent hydraulic conductivity values asserting proper well development and proper
recording of well response to pulse input.

The Bouwer-Rice slug test analysis is given below with important well design parameters noted in Figure
4.8.

R
réln (ﬁ) 1 ho

K= —pinGe) (46)

Figure 4.8: Well parameters defined for the Bouwer-Rice slug test analysis given in equations 4.7, 4.8
and 4.9.
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where hyis the drawdown/rise at time t= 0, while h; is drawdown at time t=t; R. is the effective radial
distance at which head is dissipated, and can be thought of as the distance away from the well for which
hydraulic conductivity is being measured. It is not possible to measure R.. Therefore it is necessary to
estimate its value and then test the validity of the choice of R, using theoretical considerations. If the
monitoring well is partially penetrating such that L, is less than the saturated thickness of the aquifer
(h), the R. is calculated as,

11 A+Binlh—Lyl/n,] 1
Re = ny(exp [ln(LW/rW Le/Tw ] ) (4.7)
If the well is fully penetrating (L,=h), then the relationship simplifies to,

11 c 11
Re = mo(emp [+ i) ) (8

The coefficients A, B and C are graphically derived from Figure 4.9 or gotten from Table 4.4 Itis also
common to assume that R, = r. or R. = r,,, using the latter relationship if the filter pack surrounding the
well is more than twice as permeable as the formation (Butler, 1997).

Figure 4.9: Dimensionless parameters A, B and C plotted as a function of L. and r,,, and used in

equations 4.7 or 4.8 based on L,, with respect to h.

(Reprinted from Ground Water, 27(3), Bouwer, H., The Bouwer and Rice Slug Test — An Update, pp 304-309, 1989, with permission from
John Wiley and Sons).
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Table 4.4: Empirical look up table for Bouwer-Rice method for slug test analysis
(Credit: U.S. Geological Survey, Departmnt of the Interior/USGS, taken from Halford and Kuniansky, 2002).

log(Le/rw) A B C
0.5000 1.738 0.229 0.835
0.6891 1.738 0.229 0.835
0.8911 1.802 0.269 1.09
0.9893 1.87 0.265 1.192
1.2849 2.175 0.339 1.696
1.4578 2.464 0.407 2.023
1.6855 3.057 0.49 2.698
1.8274 3.604 0.585 3.283
1.9870 4.397 0.738 4.183
2.2708 6.022 1.103 6.732
2.4581 7.069 151 8.675
2.6754 8.062 2.1275 10.58
2.9806 9.156 2.8485 12.32
3.2772 9.767 3.3175 13.126

To solve K, in equation 4.6, it is necessary to plot the value of h; versus time on a semi-logarithmic plot
with h; on the log axis. Data will fall on a straight line from small values of time and large displacements.
As time progresses, points will begin diverting from a straight line. Figure 4.10 shows that at very short
times a straight line (A-B) may form with a steeper slope than for slightly later times (A-C). This initial
steep slope reflects rapid movement of water into or out of the gravel pack encasing the well. In
contrast, the second straight line (B-C) represents movement of water into the geologic material and
should be the line which one does the following analysis for hydraulic conductivity.

Any two points are picked along the straight line portion of the graph (B-C) to solve K,. in which h; and h,
are the head displacements at time t; and t, respectfully.

s rczln(f—‘;);ln(ﬂ)

x 2Le  (tp—ty)  \hy (4.9)

A warning is given to possible “skin effects” as a consequence of well development. This is the result of
low hydraulic conductivity materials, such as clays and drilling muds, being smeared along the screen of
the well. If the material is not removed during well development via pumping or surging the well to stir
up the fines, then slug tests will produce incorrectly low K, values.
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The USGS has developed excel spread sheets to aid practitioners in the calculation of hydraulic
conductivity using the Bouwer-Rice analysis for slug tests (Halford and Kuniansky, 2002). These tools are
available to the public for download at http://pubs.usgs.gov/of/2002/0fr02197/.

Figure 4.10: Head in a borehole as a function of time during a slug test. The line-segment B-C is

used in the analysis for Bouwer- Rice to calculate hydraulic conductivity.

(Reprinted from Ground Water, 27(3), Bouwer, H., The Bouwer and Rice Slug Test — An Update, pp 304-309, 1989, with permission from
John Wiley and Sons).

4.2.6.4 Aquifer Pump Tests

Aquifer pump tests are based on drawdown response in a well based on pumping. In contrast to slug
tests, the imposed stress of pumping for greater time durations should provide estimates of hydraulic
properties over a greater region than the immediate vicinity of the well. Pump tests, however, take
significantly more planning and are considerably more expensive to carry out than slug tests. Pump test
planning will require the following:

e An estimate of maximum drawdown at the pumped well.

e Estimate of maximum pumping rate.

e Evaluation of the best method to measure the pumped volume.

e Plan discharge of pumped volumes away from the well.

e Estimate drawdowns at observation wells.

e Ensure the system is at steady state before initiating the pump test.
e Ability to maintain a constant pumping rate.
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e Construct at least two observation wells
e Establish how drawdown and/or recovery will be measured.
e Determine time interval(s) for water level measurement.

Driscoll (1986) is an excellent reference for all aspects of well design, drilling and testing, while
Kruseman and de Ridder (1994) provide detailed guidance on aquifer tests. The USGS has software
programs for analysis of pump tests, including WTAQ (Barlow and Moench, 1999) for radial
axisymmetric flow to a well under confined and unconfined conditions. TENSOR2D (Sepulveda, 1992)
will solve the transmissivity tensor using multi-well tests under anisotropic conditions, while Halford and
Kuniansky (2002) have created user-friendly spreadsheet applications for several pump test methods
(http://pubs.usgs.gov/of/2002/0fr02197/).

Pump test analysis is done using analytic solutions to well equations. A full derivation of these
approaches is beyond the scope of this manual. Instead, the following discussion focuses on governing
assumptions and application for the different approaches presented. Well equations can be divided into
various classes based on confined or unconfined conditions, as well as steady state or transient pumping
scenarios. Additional modifications for leaky aquifers (Huntush-Jacob, 1955), storage in an aquitard
(Huntush-Jacob, 1955), fracture flow via double porosity (Warren Root, 1963), and wellbore storage
(Cooper et al, 1967) are available but not discussed.

The performance of pump tests and the analysis of the results may be beyond internal technical
capabilities of some State DOT geotechnical groups and may warrant external contracting for the
hydrogeological expertise.

4.2.6.4.1 Confined/Steady State (Theis andThiem)
The Theis (1935) is a method that predicts drawdown in a fully confined aquifer given knowledge of
transmissivity (T = K,B) and the storage coefficient (S). A pumping well and single observation well are
required. The Theis method is useful for estimating water level response to pumping, pump capacity and
well spacing, all necessary for designing a successful pump test. The Theis solution assumes the aquifer
is (1) infinite in extent, (2) homogenous, (3) isotropic, and that (4) well discharge is constant, (5) the well
fully penetrates a confined aquifer resulting in horizontal flow to the well, (6) flow to the well is laminar,
the aquifer has uniform thickness and is horizontal and (7) the potentiometric surface is initially
horizontal. The Theis equation solves for drawdown,

@ (we

hy— h = ¢ _da (4.10)

4T U a

Where hy is the initial head prior to pumping (L), and h is the steady-state head (L). Therefore,og= hy-h is

drawdown. Tis transmissivity (L*/T) and the well integral, W (u) = fum%da, where

u= = (4.11)
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And r is the radial distance from the pumping well that an observation occurs. The well integral can be
approximated by truncating the infinite sum in equation (4.12). Tabulated values for the well integral
are also readily available on the web or in Fetter (1994).

u? u3 u*
W(u) = —0.577216 — In(u) + u — it st (4.12)
Assuming a value for S and T, one can solve for u in equation (4.11), then solve for W(u) using equation
(4.12) and solve for estimated drawdown for a given pumping rate (Q) in equation (4.10).

The Thiem (1906) equation for steady radial flow in a confined aquifer is used to estimate transmissivity.
This approach integrates Darcy’s Law in radial coordinates and solves for transmissivity given two
monitoring wells at a distance from the pumping well at r; (L) and r, (L), with pumped steady-state
water levels of h; and h,, respectfully.

— Q 2
T=lsin (rl) (4.13)
Q, h, r and T only need to be in consistent units of length and time. Given steady-state conditions, it is

not possible to solve for the storage coefficient (S), however, the estimate of T (or K,) is likely more
accurate than subsequent transient methods.

4.2.6.4.2 Unconfined/Steady (Thiem)
A variation of the Thiem equation is used to solve for hydraulic conductivity in an unconfined aquifer
knowing the drawdown in two observation wells located at a distance from a pumping well.

— Q 2
T= m(h2— h?) In (rl) (4.14)
4.2.6.4.3 Confined/Transient (Cooper-Jacob)
The Cooper-Jacob (1946) analysis is the simplest approach for analysis given confined, transient

conditions. More complex graphical methods for the Theis equation are available but not discussed.
The Cooper-Jacob approach is best utilized given a minimum of a single observation well and assumes

that when
2
u="2<0.05, (4.15)
ATt

then W(u) is solved using only the first two terms on the right hand side of equation (4.12). The limiting
condition is met at either large times or small radial distances from the pumping well (r), and reduces
the Theis equation to,

23 2.25T
o(r,t) = ﬁlog( rZSt) (4.16)

Analysis is then a two-step process. First, the drawdown over one log-cycle of time (e.g. 1 minute and
2.25Tt
28

) = 1; then, itis possible to solve for T. Second, at t = t,, it is assumed

) = 0, meaning (

10 minutes) will reduce to (

2.25Tt
r2s

2.25Tt
rs

there is no drawdown and log ( ) = 1. Itthenis possible to solve for S. As
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an example taken from Fetter (1994), refer to Figure (4.11) in which drawdown in an observation well is
plotted over time. Q = 42,000 ft3/d, and r = 824 ft.

_ 2.3Q _ 2.3(42,000) _ 2
T amAh | 4n(s5) 1,400 f¢*/d 447

-3
_ 2.252Tt0 _ 2.25(1400)(3.6x107%) _ 17x10-5 (4.18)
r (824)2

S

Now it is necessary to see if the limiting criterion is met (equation 4.15). If it is not, then data at greater
times is necessary (and was hopefully collected).

r2s _ (824)%(1.7x1075)

w= 2= 28T ) - 66x107* < 0.05 (4.19)
ATt 47(1400)
-2 |
t, = 5.2 min = 3.6x10° days
0 (j\/ T T T T T T 1
O

£ 2
c 4 -
% Ah = 5.5 feet
ECE
©
O g

10

12

1 10 _ 100 1000
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Figure 4.11: An example of the Cooper-Jacob method for a fully confined aquifer. Drawdown data
(white circles) are plotted as a function of logarithmic time. t, is the time when a straight line
intersects the zero drawdown (3.6x107 days), while 4h (L) is drawdown over one log-cycle of time.

Halford and Kuniansky (2002) provide a spreadsheet application of the Cooper-Jacob method given no
observation well (http://pubs.usgs.gov/of/2002/0fr02197/). The single-well test allows estimates of
transmissivity, but not storage. Examples are given for a pumping and recovery scenario.

4.2.6.4.4 Unconfined/Transient (Graphical Theis)
The Theis graphical solution for unconfined, unsteady aquifer pump test is relatively complicated, but
several private graphical user interfaces are available to aid the practitioner (e.g. Aquifer Test). The
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USGS program WTAQ (Barlow and Moench, 1999) can also be used to help solve more complex pump
test problems with included uncertainty in estimated hydraulic parameter values. For guidance, the
basics are presented here.

The solution to the flow equation is,
Q
o= EW(ua,ub, D). (4.20)

With tabulated W(u,, /) and W(u,, I') tabulated by Fetter (1994). Early-time drawdown when water is
released from storage uses,

Uy = —. (4.21)

While at later times gravity drainage is more important, such that,

_ Sy
up = = (4.22)
where §, is specific yield. The gamma function is defined as,
r?K,
r= B2K, (4.23)

where K, is the vertical hydraulic conductivity in the aquifer, and B is the initial saturated thickness of
the aquifer. It important that drawdown (0) is small compared to B; if this is not true, then
modifications to the approach are recommended (Neuman, 1974).

The graphical method requires both Theis Type A and Type B curves to be plotted as W(u,) and W(u,)
versus 1/u, or 1/u,, respectfully, in log-log scale. Type curves are presented in Figure 4.12. Using the
same log-log scale, drawdown is plotted on the y-axis and time (minutes) plotted on the x-axis. The data
should have a similar form to the Type curves. The Type curves are laid over the observed data until
they are lined up. Refer to Figure 4.13. Once the curves are aligned, I" can be determined. Next, two
match points are chosen. They do not need to be on the curve. The easiest match points to pick are
represented by W(u,)=1and 1/u, =1, as well as W(u,) = 1 and 1/u,. From these match points, one
reads drawdown and t, units are converted to be consistent, and finally equations 4.20, 4.21, 4.22 and
4.23 are rearranged to solve for T, S, S,, and K, the latter is solved since K, equal to T/B.
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Figure 4.12: Theis Type A (early time) and B (later time) curves for drawdown data in an unconfined
aquifer. Deviation from curves due to leakage is included with [" (adopted from Fetter, 1994, Source
Neuman, 1975).
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Figure 4.13: Schematic of lining data (black circles) along a Type Curve (black line) and picking a

match point. (Adopted from Fetter C.W., Applied Hydrogeology, 3" Edition © 1994, page 105, Reprinted by permission of Pearson
Education, Inc., Upper Saddle River, NJ).
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4.3 Specific Yield

Laboratory and field tests for specific yield, S,, are expensive and time consuming. A large number of
tests must be conducted to get an average for the study site. Undisturbed soil samples can be collected
and carefully packaged in an air tight container to prevent drying or cracking in transport. In addition,
the samples should not be subjected to vibration to maintain soil structure. In the lab, tension tables
are used for soils with little swelling clay, while pressure cookers are used for samples containing
swelling clay to prevent excessive cracking. Whether a tension table or pressure cooker, these devices
should be able to maintain a constant tension from 0 to 160 cm of water. Field tests rely on mercury
manometers placed at each significant change in soil texture. Most field offices are not equipped to
measure S,.

Alternatively, Figure 4.14 provides a recommended correlation method to estimate specific yield from
the hydraulic conductivity (U.S. Department of the Interior, 1978). This correlation is derived from 2,000
laboratory tests on a wide variety of soil samples, and is within 10% of the best attainable value.

Hydraulic Conductivity — I nches per Hour (in/hr)

Figure 4.14: Curve showing general relationship between specific yield and hydraulic conductivity
(adopted from the U.S. Department of the Interior, 1978)
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4.4 Horizontal Drain Characteristics and Drain Flow

When horizontal drains are installed to reduce water levels, drain location, drain dimensions (length,
diameter), drain elevations, angle of drilling, construction details should be noted. Water level data in
observation wells should be collected prior to drain installation and after, along with drain flow from
individual drain clusters.

An example of mapped drains is provided in Figure 4.15 for site SR101 MP321. Knowledge of drain
elevations is critical to properly assessing impact of drains on water levels in the system. Drilling logs
should note the subsurface conditions encountered for correlation with the hydrogeologic model.

Figure 4.15: Horizontal drain placement for slide site SR101 MP321 with topographic contour lines
at 1 ftintervals. Road is identified as is the Hood Canal. Drain lengths, collar and tip elevations and
estimated angle for each drain bank, or cluster, provided (Lowell, 2001).

Various texts provide guidelines on drain installation (e.g., U.S. Department of the Interior, 1978;
Forrester, 2001) with respect to grade and alignment issues, envelope materials, stability considerations
and are not discussed here. However, understanding drain efficiency is very important to properly
predicting water level response to drain placement. In groundwater studies, drain efficiency is defined
via drain conductance (C,, L?/T) and is discussed in Chapter 6. Drain conductance represents all head
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losses between the aquifer and the drain, including convergent flow toward the drain (Figure 4.16), flow
through the envelope material, and flow through the wall of the drain. The last is dependent on the
degree that slots in the drain are blocked by chemical precipitates, plant roots or other obstructions.
Each of these processes can be assumed proportional to drain discharge and added in series. However,
in practice this is very difficult to quantify. Head loss across the envelope and drain can be
approximated by assuming the hydraulic conductivity of the envelope materials represent the drain as a
whole and are the major cause of head loss in the system,

Cq = K4A/B’ (4.24)

Where A is the surface area (L%) of the drain, B’ is the thickness of the drain material (L) and Ky is the
hydraulic conductivity of the drain and its envelope material (L/T). Diameter of the drain and thickness
of the envelope material surrounding the drain are needed for the calculation. The hydraulic
conductivity of the drain, K, is dominated by the permeability of the envelope material.

Envelope material surrounding the drain provides a permeable path for water to move from the base
material to the drain. Base material refers to the geologic unit being drained. The U.S. Bureau of
Reclamation (BOR) (1993) provides design considerations for envelope material with respect to base
material in Table 4.5, but is limited to low-head conditions in agricultural settings for which design is
based. However, knowledge of envelope grain-size distribution can aid in a quick calculation of K, using
equation 4.1. In addition, constant-head permeameters using envelope material can offer guidance on
the value of K,. As a general guideline, hydraulic conductivity of the envelop material that is ten-times
the base material will adequately move water from the aquifer into the drain system (BOR, 1993).

Using equation 4.24 to calculate C,is only an estimate and likely underestimates head loss, since it fails
to acknowledge convergent flow toward the drain, which forces progressively steeper head gradients in
the vicinity of the drain. In practice, the way to capture all three components impacting head loss is to
measure values of drain flow versus head in the drain and head in the surrounding aquifer. But if the
change in head in not accurately known, then C; is most often adjusted to match drain flow (equation
6.4), with K, estimates from equation 4.24 used as an upper guide of drain conductance

Flow meters should be set at drain outlets, with manual spot-checks done to verify flow meter output.
Long-term data collection will allow assessment of efficiency response to large rain events, and ascertain
if efficiency is declining over time (i.e. clogging).

Table 4.5: Relationships between base materials and envelope materials for low head conditions
(BOR, 1993)

Base Material Envelope Material Size Limits - Particle Diameter (mm)
40% retained Lower Limit - % Retained Upper Limit - % Retained
Particle Diameter (mm) 0 40 70 90 95 100 0 40 70 90 100
0.02-0.05 9.52 2 0.81 0.33 0.3 0.074 38.1 10 8.7 2.5 0.059
0.05-0.10 9.52 3 1.07 0.38 0.3 0.074 38.1 12 10.4 3 0.059
0.10-0.25 9.52 4 13 0.4 0.3 0.074 38.1 15 13.1 3.8 0.059
0.25-1.0 9.52 5 1.45 0.42 0.3 0.074 38.1 20 17.3 5 0.059
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Figure 4.16: Cross section through cell |,j,k illustrating head loss in convergent flow to a drain
(modified from McDonald and Harbaugh, 1988)

4.5 Fractured Rock Characterization
This section, with the exception of the displacement-length scaling relations, is a slightly altered version
of Section 2: Fractured Rock Characterization in: Reeves et al. (2011).

Bedrock typically has little or no primary porosity and permeability, and networks of fractures serve as
primary conduits for fluid flow. These networks are spatially discontinuous and highly irregular in
geometry and hydraulic properties. Full characterization of fractured rock masses is not possible since
known fracture locations and their attributes consist of an extremely small sample of the overall
fracture network, i.e., any fracture characterization effort grossly undersamples a field site due to
limited accessibility to the fractures themselves. Fractured rock masses are typically characterized
during field campaigns that measure fracture attributes from a number of sources including boreholes,
rock outcrops, road cuts, tunnel complexes, seismic images and hydraulic tests. This fracture data can
then be used to generate representative, site-specific fracture networks through the derivation of
probabilistic descriptions of fracture location, orientation, spacing, length, aperture, hydraulic
conductivity/transmissivity and values of network density (Figure 4.17). This theoretical treatment of
fracture networks is necessary to guide drainage network design for successful hillslope dewatering.
Statistical analysis of the fracture attributes collected from field data is extensively covered in this
section.
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Figure 4.17: lllustration showing the correspondence between two- and three-dimensional fracture
networks. The three-dimensional network (top) is generated according to two fracture sets with
significant variability about mean fracture orientations, a power-law length distribution exponent of
a =2, and a relatively sparse density. The two-dimensional network at the bottom left is computed
by projecting all fractures onto the yellow horizontal slice located in the center of the three-
dimensional network. The two-dimensional network on the bottom right is the result of identifying
the hydraulic backbone by eliminating all dead-end fracture segments and non-connected clusters.
Once the hydraulic backbone is identified, flow can then be computed for the network. (rReprinted with

permission from Reeves, D.M. et al., Radioactive Waste, 2012, InTech Publishing.)
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Fracture networks commonly have two or more fracture sets characterized by similar fracture
orientation (e.g., Barton, 1995; Bour, 1999; Bonnet et al., 2001; Pohlmann et al., 2004, Reeves et al.,
2010). The presence of at least two intersecting sets of fractures reflects the physics of rock fracture
propagation, where two sets of fractures can arise from a single, stationary stress field (Jaeger et al.,
2007; Twiss and Moores, 2007). Unless fractures are very long, such as regional-scale faults, it is
important from a groundwater flow perspective to have at least two intersecting fracture sets to
promote connectivity through a rock mass.

The orientation of fracture planes is generally denoted by either strike and dip or dip and dip direction
conventions. Analysis of fracture orientation begins with projecting the poles of measured fracture
planes onto a stereonet plot and using contours of pole density to identify fracture sets (Figure 4.18).
Upon identification of fracture sets, mean orientation and the variability of fracture poles for each
fracture set can be determined.

Figure 4.18: Stereonet plots of poles to fracture planes with contour plots of all poles (left) and

identified fracture sets along with prior probability (right). (Reprinted with permission from Reeves, D.M. et al.,
Radioactive Waste, 2012, InTech Publishing.)

The distribution of fracture orientation is usually modeled using a Fisher distribution (Fisher, 1953):

K [8inx [
fX)=—————
e“-e (4.25)
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where the divergence, x (degrees), from a mean orientation vector is symmetrically distributed
Vg

Vg
(_ES X SE) according to a constant dispersion coefficient, k. The Fisher distribution is a special case

of the Von Mises distribution, and is similar to a normal distribution for spherical data (Mardia and Jupp,
2000). The extent to which individual fractures cluster around the mean orientation is described by
where higher values of K describe higher degrees of clustering. It is our experience that values of Kare
commonly in the range of 10 < K <50 for natural fracture networks. Stochastic simulation of Fisher
random deviates in the discrete fracture networks in the Chapter 8 on Fractured Media Flow is based on
the method proposed by Wood (1994).

The Bingham distribution provides an alternative to the Fisher distribution for cases in which fracture
strike and dip are asymmetrically clustered around mean fracture orientations (Bingham, 1964):

exp| K, (M, x 2+K2 M, x 2+K3 M, x ’
oy 0L (00) 60" 1 (1)

4 F(1/2;3/ 2;E) (4.26)

where K, K, and &; are dispersion coefficients that satisfy the condition: k; <k, <k, =0; My, M,, and
M3 are the column vectors of matrix M, E is the eigenvector matrix, and F(1/2,3/2;E) is a hyper-
geometric function of the matrix argument. The probability distribution function described by (4.26) can
occur for faults that exhibit a greater range in deviations in strike than dip. A shortcoming of the
Bingham distribution, however, is that it is not mathematically possible to use (4.26) for the stochastic
generation of asymmetric deviates.

4.5.1 Spacing
Fracture spacing refers to the linear distance between fractures. This distance also provides a length

scale for unfractured matrix blocks. Fracture spacings from a data set require a correction (Terzaghi,
1965):

D =D'sin(q) (4.27)

to convert the apparent spacing D' measured along a transect to true fracture spacing D. Values of a
denote the angle of the transect relative to the mean fracture orientation or a pre-determined
reference direction (Figure 4.19). Apparent spacing is equal to true spacing, if the transect is
perpendicular to the mean fracture orientation or reference direction. If a= 90°, the Terzaghi correction
factor f = sin(@) reduces to 1.

Once the spacing between fractures is corrected, values of fracture frequency and average fracture
spacing can be computed. Fracture frequency [units of inverse length, L''] is defined as the total number
of fractures along the distance of a transect. Average fracture spacing [units of length, L] is simply the
inverse of fracture frequency, and defines the size of the unfractured matrix block.

Spacing in natural fracture networks is most commonly an exponentially distributed, random variable.
This can be tested by plotting the inverse empirical cumulative distribution function of fracture spacing,
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also known as a survival function (Ross, 1985). If spacing is exponential, the probability decay of the tail
of the empirical fracture spacing distribution will exhibit a straight line on a semi-log plot (Figure 4.20).
A Poisson-point process, defined by independent and identically distributed uniform deviates, provides
easy generation of exponential spacing (Ross, 1985).

Sample
Transect

Figure 4.19: lllustration showing how the Tergazhi
correction accounts for the bias between apparent

spacing D' and true spacing D based on the
orientation of the sample transect in relation to
mean fracture orientation. After
http://www.rocscience.com/downloads/dips/Web

Help/dips/Terzaghi Weighting.htm. (Reprinted with
permission from Reeves, D.M. et al., Radioactive Waste, 2012, InTech
Publishing.)

Figure 4.20: Survival plots of 100 synthetic fracture spacings generated according to a Poisson-point
process along a 500 m transect. Exponential trends are linear on a semi-log plot (left) and steeply
decay in log-log plots (right). Note that this transect has a 0.5 m™ fracture frequency, which
corresponds to an average spacing of 5 m.
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Other possible distributions of fracture spacing include uniform (Rivers et al., 1992) and fractal
clustering (Barton, 1995; Darcel et al., 2003), both of which are considered extreme end members.
Uniform spacing may occur in thin geologic layers, which restrict fracture growth in the vertical direction
and promote long horizontal fracture growth with nearly constant spacing (Rives et al., 1992). Exact
causes of fractal clustering are less known and may be related to the role of mechanical fracture
interaction during propagation, which likely controls fracture length and spacing (Segall and Pollard,
1983; Olson, 1993; Ackermann and Schische, 1997; Darcel et al., 2003). Networks with fractal clustering
can be generated via a multiplicative cascade process (Mandelbrot, 1974; Schertzer and Lovejoy, 1987).

4.5.2 Length

Fracture length denotes the trace length of a fracture. There is a consensus in recent literature that
fracture lengths above a lower length cutoff, /,;,, are power-law:

P(L>1)=CI (4.28)

with a power law exponent, a, that ranges between 1 and 3 in natural fracture networks

(Bonnet et al., 2001; Bour and Davy, 1997, 1999; Renshaw, 1999). C is a constant based on /,,;, and a.
Though log-normal distributions of fracture length have been reported in the literature, they are a result
of improper sampling of the largest fractures within a sampling window. Log-normal distributions easily
arise in data sets with power-law tails, if the largest values are censored (e.g., Figure 4.21).

Figure 4.21: Censored data from Figure 4.20 intended to simulate an outcrop exposure where the
longest fracture is constrained by the size of the sampling window (100 m). Note that the censoring
of the 23 fracture lengths greater than 100 m causes the power-law trend observed in Figure 4.20 to
become an exponential (left). A probability plot indicates that the censored data fits a log-normal
distribution (right).

Determination of the distribution of fracture length is similar to that of fracture spacing and involves the
analysis of an inverse empirical cumulative distribution function. Fracture lengths that are power-law
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will exhibit linear trends on a log-log plot for the tail of the distribution (Figure 4.22). In this example, the
tail of the distribution refers to the greatest 5-10% of length values. The slope of the power-law trend of
the data is equal to -a.

Figure 4.22: Survival plot of 500 synthetic fracture lengths generated according to an alpha-stable,
heavy-tailed distribution with a = 1.5. Best-fit line (black) depicts trend of power-law decay for
largest fracture lengths. Deviations from the trend line for the largest 5-8 values are attributed to
numerical oscillations. Power-law distributions exhibit linear trends in log-log plots. Random
deviates generated using the program STABLE written by J.P. Nolan, are available at
http://www.academic2.american.edu/~jpnolan.

Truncations can frequently occur in fracture length data, due to constraints imposed by the finite scale
of the sampling window. For example in Reeves et al. (2010), the longest fracture measured in a tunnel
drift was parallel to the drift and was approximately two-thirds of the total drift length. Instead of
choosing between a traditional power-law or log-normal distribution, an upper truncated Pareto (power
law) model (Aban et al., 2006):

) (I-a _V-a)

=
v (4.29)

was used to compute the power-law trend in the data, where L(l),L(Z),. . .,L(n) are fracture lengths in

P(L>1)=

descending order, and L(;) and L, represent the largest and smallest fracture lengths, ) and vare lower
and upper fracture length cutoff values, and a describes the tail of the distribution. Truncated power-
law models like (4.29) can also be useful for imposing an upper length scale to the generation of
stochastic networks at the regional scale. Lacking evidence of domain-spanning faults (with the
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exception of bounding faults of the stock itself) for a 5 km wide granitic stock, Reeves et al. (2010)
assigned an upper limit of 1 km in the stochastic generation of fault networks.

4.5.3 Displacement-Length Scaling Relations

There are many situations where fracture characterization efforts produce little or no data on fracture
lengths. This is unfortunate as fracture length is a critical parameter that controls connectivity of
fractures within a network (e.g., de Dreuzy, 2001; Reeves et al. 2008b; Klimczak et al., 2010). This
typically occurs when data on fracture length is limited to only very small outcrops or road cuts, or
fracture data is exclusively collected from boreholes. In these situations, displacement-length scaling
relations allow for estimation of fracture dimensions based on displacement (Scholz, 1997; Olson, 2003;
Schultz et al., 2006, 2008; Klimczak et al., 2010; Schultz et al, in review). Displacement-scaling relations
are based on the mechanics of rock fracture propagation, and their formulation is unique to fracture
displacement mode, i.e., shear-mode fractures (e.g., faults) exhibit different displacement-scaling
relations than opening-mode fractures (e.g., joints).

Displacement-scaling relations for faults can be described by (Scholz, 1997, Schultz et al., 2006, 2008):

max —

. N(o,-co,) change C to C* (4.30)

where D, is the maximum shearing displacement located at the fault midpoint, L is the horizontal fault
trace length, g is the shear driving stress, g, is the yield strength of the rock at the fault tip, £ and vare
Young's modulus and Poisson's ratio of the rock mass, respectively, N is the ratio of geologic offset to
short-term slip, and C* is a variable that relates to how the stress singularity at the fault tip is removed
[e.g., Schultz et al. (1996)]. These parameters can be either measured in the field or inferred from
literature values. However, direct field measurement of fault lengths and displacement reduces (4.30) to
the form:

D=yl (4.31)

max

2(1-v?
where y = %N(Ud —CUy) . Compilation of displacement-length scaling for a variety of fault types

across a broad scale consisting of 9 orders of magnitude in length show that values of y are in a
surprisingly narrow range of 0.001< ) <0.1, with a central tendency of 0.01 (Figure 4.23). This implies
that, on average, horizontal fault trace length can be related to maximum displacement according to
D, =0.01L. On afinal note, the dimensions of faults tend to be asymmetric with regards to length and

height. A review paper on this subject by Nicol et al. (1996) suggests that normal fault length is typically
2.2 times greater than height.
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Figure 4.23: Compilation of displacement-length scaling of faults from Schultz et al. (2008). Normal
faults (NF) open symbols; strike-slip faults (SSF), gray symbols; thrust faults (TF), filled symbols. Lines
of constant slope (dotted) are shown for different values of y. (Reprinted from Journal of Structural Geology, 30,

Schultz, R.A., R. Soliva, H. Fossen, C. Okubo, and D.M. Reeves, Dependence of Displacement-Length Scaling Relations for Fractures and
Deformation Bands on the Volumetric Changes Across Them, pp 1405-1411, 2008, with Permission from Elsevier.)

Displacement-length scaling relationships for joints can be described by (Olson, 1993; Schultz et al.,
2008; Klimczak et al, 2010):

K (1-v) 8
==

where D, is maximum distance (or width of void opening) between fracture walls located at the

(4.32)

midpoint of a joint (also referred to as aperture), K. is fracture toughness which describes the critical
stress intensity at which a fracture propagates in an elastic medium, and E and vare Young's modulus
and Poisson's ratio of the rock mass, respectively. Similar to (4.30) for faults, parameters in (4.32) can be
measured in the field or inferred from literature values. Direct field measurement of joint lengths and
displacement (aperture) reduces (4.32) to:

D_. =al® (4.33)

max

K.(1-v?) /8
where a = M— Unlike fault data, compilation of displacement-length scaling for a variety of

Jr
opening-mode (tensile) fractures across a broad scale consisting of 7 orders of magnitude in length show
that values of agrare within a relatively wide range of 0.0001< a'<1.0(Klimczak et al., 2010). However,
restricting the analysis to data sets for joints and veins in Klimczak et al. (2010) yields a more realistic
range of 0.01<a<0.0001. A central tendency is not present within this range. Displacement-length
scaling relations assume that joints are 'penny-shaped' and have symmetric length to height ratios.
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4.5.4 Hydraulic Conductivity

Boreholes are commonly used to characterize fractured rock masses. Borehole geophysics can provide
useful information about fractures within the rock, including fracture frequency, orientation, aperture
and presence of mineral infilling. Fracture aperture, defined as the width of the void space normal to
fracture walls, can be used to infer hydraulic properties of fractures. Fracture apertures at land surface
have low confining stresses that are not representative of subsurface confining stresses within a rock
mass. We therefore recommend that fracture aperture values used to compute flow are measured in
boreholes where in-situ stress is preserved.

The cubic law, a solution to the Navier-Stokes equation for laminar, incompressible flow between two
parallel plates, describes a general relationship between fluid flow and fracture aperture (Snow, 1965):

Q= ﬂ[f A
12 (4.34)

where fluid discharge per unit width, Q [L*/t], is proportional to the cube of the hydraulic aperture, b.
Similar to Darcy's Law, the cubic law (10) assigns discharge through a fracture as a linear function of the
hydraulic gradient, Lh.The relationship between hydraulic aperture and transmissivity (7), hydraulic
conductivity (K) and permeability (k) is described by: T = ﬂb3 , K= ﬂbz, and k =b?, respectively.
124 124
Fluid-specific properties density, o, and viscosity, £, allow for conversions between permeability and
hydraulic conductivity/transmissivity. As a note of caution, the relationship between mechanical
aperture, the physical distance between fracture walls, and hydraulic aperture, the equivalent aperture
for a given flow rate, is unclear. As a general rule, hydraulic aperture is typically smaller than mechanical
aperture (Cook et al., 1990; Renshaw, 1995; Zimmerman and Bodvarsson, 1996; Chen et al., 2000).
Discrepancies between mechanical aperture and hydraulic aperture are attributed to surface roughness,
flow-path tortuosity, and stress normal to the fracture. Though empirical correction factors have been
used to correlate mechanical and fracture apertures (Bandis et al., 1985; Cook et al., 1990; Renshaw,
1995), no method is reliable for a wide range of aperture values.

Hydraulic testing of boreholes yields reliable estimates of fracture T and K. While there are many
different hydraulic testing techniques, the isolation of specific intervals during testing with the use of
dual-packer systems provides the best data to characterize the distribution of hydraulic
conductivity/transmissivity. These tests yield flow rate information for applied fluid pressures, which
also allows for the inverse computation of hydraulic aperture using (4.34). These aperture values, in
addition to T and K estimates, are useful for parameterizing flow models.

Studies in well characterized rock masses have shown that fracture K is extremely heterogeneous and
may encompass 5 to 8 orders of magnitude (Paillet, 1998; Guimera and Carrera, 2000; Andersson et al.,
2002a,b). Often the distribution of K (and T) is considered log-normal:
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xaro’ 29 (4.35)
where x is the mean and s the standard deviation. Values of log(dx) are typically around 1 for
fractured media (Stigsson et al., 2001; Andersson et al., 2002a,b). However, other studies suggest
power-law distributions (Gustafson and Fransson, 2005; Kozubowski et al., 2008), and that these log-
normal distributions, similar to length, could be caused by censoring flow data, possibly due to
instrument limitations. Additionally, flow through rough-walled fractures can be non-Darcian (Cardenas
et al., 2007; Qian et al, 2011; Quinn et al., 2011). This may further complicate the estimation of hydraulic
conductivity in field hydraulic tests, as flow is no longer linearly proportional to a pressure gradient as
described by (4.34).

4.5.5 Density

Fracture networks consist of two-dimensional planes embedded within a rock matrix (Figure 4.17). The
lack of access to the total rock volume makes it impossible to directly measure the three-dimensional
fracture density of a rock mass. Instead, three-dimensional density for discrete fracture networks is
estimated from density measurements of lower dimensions, i.e., one-dimensional fracture frequency
from boreholes and/or tunnel drifts or two-dimensional fracture density from outcrops and fracture
trace maps. Definitions of fracture density according to dimension are: one-dimensional density (also
known as fracture frequency), oip [L], is expressed as the ratio of total number of fractures, f;, to

n
transect length, L: p,, = Zl, ; two-dimensional fracture density, 0p [L/L?], is expressed as the ratio of
i=1

n
the sum of fracture lengths, /, to area, A: p,, = A'lz/, ; and three-dimensional fracture density, 0sp
i=1

n
[L%/L?], is expressed as the ratio of the sum of fracture plane area, A;, to rock volume, V- Psp = V'IZA,. .
i=1

Numerical techniques can be used to upscale one-dimensional fracture frequency [L"] estimates to a
three-dimensional spatial density [L%/L’] (Holmén and Outters, 2002; Munier, 2004}. For example, one-
dimensional transects can be used to upscale two-dimensional networks by adding fractures until the
one-dimensional transect density is satisfied along several transects placed along the two-dimensional
network. Three-dimensional networks can be generated in a similar fashion by either generating
fractures until the frequency along one-dimensional boreholes is satisfied or by projecting fractures
onto sampling planes (e.g., Figure 4.17) until a two-dimensional density criterion is satisfied.

Fracture density is highly dependent on the distribution of fracture lengths in a model domain, where
the density at the percolation threshold increases with increasing values of a (Renshaw, 1999; Darcel et
al., 2003; Reeves et al., 2008b; Klimczak et al., 2010). This will become apparent in the fracture network
examples shown in Chapter 8 on flow in fractured rock.
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4.6 Geotechnical Characterization

The purpose of this manual is for geotechnical specialists and only generalized information is provided
for completeness. One is refered to Mayne et al. (2002) and Sabatini et al. (2002) for detailed
descriptions pertaining to geotechnical site characterization.

Geological information for slope characterization can be obtained from different sources. Widely used
sources of geological information are listed Table 4.6.

Geotechnical parameters of the subsurface layers can be obtained either by laboratory testing or by in-
situ testing. Laboratory testing is conducted on soils sample from a location. Soil sampling are divided
into two categories; disturbed and undisturbed sampling. If soil experiences large structural disturbance
during sampling then it is termed disturbed sample. If soil experiences absolute minimum structural
disturbance, then it is termed undisturbed sample.

The popular disturbed sampling method is the split barrel sampler. There are some other methods also
available those are Retractable Plug method; Auger method (Continuous Helical Flight, Disc, Bucket and
Hollow Stem) and Diamond Core Barrels (single tube, double tube and triple tube). Sampling method
can be used to explore undisturbed samples are Shelby Tube; Stationary Piston; Hydraulic Piston
(Osterberg); Denison; and Pitcher Sampler and Hand cut block or cylindrical sample. Suitable sampler
can be obtained to get disturbed and undisturbed samples by using Tables 4.7 and 4.8 respectively.

There are several types of test boring can be used. Those are Auger boring; Hollow-stem flight auger;
Wash-type boring for undisturbed or dry sample; rotary drilling; Percussion drilling (Churn drilling); rock
core drilling and wire-line drilling. Suitable test boring type can be selected by using Table 4.9.

Requirements for Boring Layout vary with investigation area. Suitable boring layout can be selected by
using Table 4.10.

4.6.1 In-Situ Testing

Soil properties can also be found from in-situ testing. Over the years, several in-situ testing devices have
emerged to characterize soil and to measure strength and deformation properties. The most popular
devices are Standard penetration test (SPT) Vane shear test (VST) Cone Penetration Test (CPT)
Pressuremeter test (PMT) and Flat plate dilatometer test (DMT). Any of these in-situ methods can be
used for site investigation. Most in-situ device data rely on empirical or semi-theoretical correlations.

For example if we use standard penetration test, the corrected penetration resistance can be correlated
to soil strength properties as shown in Tables 4.11 and 4.12.
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Table 4.6: Sources of geological information NAVFAC (1982).

Publications

Description of Material

U.S. Geological Survey (USGS)

Geological index map

Folios of the Geological Atlas of
the United States

Geological Quadrangle Maps of
United States

Bulletins, professional papers,
circulars, annual reports,
monographs

Consult USGS Index of Publications from Superintendent of Documents,
Washington, D.C. Order publications from Superintendent of Documents.
Order maps from USGS, Washington, D.C. Contact regional distribution
offices for information.

Individuals maps of each state showing coverage and sources of all
published geological maps.

Contains maps of bedrock and surface materials for many important urban
and seacoast areas. When out of print, obtain folios through suppliers of
used technical literature.

This series supplants the older geological folios including areal or bedrock
geology maps with brief descriptive text. Series is being extended to
cover areas not previously investigated.

General physical geology emphasizing all aspects of earth sciences,
including mineral and petroleum resources, hydrology and seismicity.
Areal and bedrock geology maps for specific locations included in many
publications.
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Table 4.6 continued:

Publications

Description of Material

Water supply papers

Topographic maps

Libraries

Series includes papers on groundwater resources in specific localities and
are generally accompanied by description of subsurface conditions
affecting groundwater plus observations of groundwater levels.

Topographic contour maps in all states, widespread coverage being
continually expanded.

Regional office libraries contain geological and seismological information
from many sources. Data on foreign countries are often suitable.

State Geological Surveys/State
Geologist’s Office

Most states provide excellent detailed local geological maps and reports
covering specific areas or features in the publications of the state
geologists. Some offices are excellent sources of information on foreign
countries.

U.S. Department of Agriculture
(USDA), Soil Conservation
Service

Consult “List of Published Soil Surveys,” USDA, Soil Conservation Service,
January 1980 (published annually). Listing by states and countries.

Soil maps and reports

Surveys of surface soils described in agricultural terms. Physical geology
summarized. Excellent for highway or airfield investigations. Coverage
mainly in midwest, east, and southern United States.

National Oceanic and
Atmospheric Administration
(NOAA), National Ocean Survey
(NOS)

Nautical Charts

Consult Catalog 1, Atlantic and Gulf Coasts; 2, Pacific Coast; 3, Alaska; 4,
Great Lakes; and 5, Bathymetric Maps and Special Charts. Order from
Distribution Service, National Ocean Survey, Riverdale, Maryland 20840.

Charts of coastal and inland waterways showing available soundings of
bottom plus topographic and cultural features adjacent to the coast or
waterways.

Geological Society of America
(GSA)

Monthly bulletins, special
papers, and memaoirs.

Geological maps

Write for index to GSA, P.O. Box 9140, 3300 Penrose Place, Boulder,
Colorado 80302.

Texts cover specialized geological subjects and intensive investigations of
local geology. Detailed geological maps are frequently included in the
individual articles.

Publications include general geological maps of North and South America,
maps of glacial deposits, and Pleistocene aeolian deposits.
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Table 4.6 continued:

Publications

Description of Material

Association of Engineering
Geologists (AEG)

Their journal covers topics in engineering geology, geological engineering
and geotechnical engineering. Occasionally extensive articles concerning
the engineering geology aspects of a city will be published.

Trautmann & Kulhawy (1983)

paper that summarizes many data sources: Data Sources for Engineering
Geologic Studies, Bulletin of the Association of Engineering Geologists,
Vol. XX, No. 4, 1983, pp. 439 —-454.

Library of Congress

Maintains extensive library of U.S. and foreign geologic reports by
geographical area. Inquiry to Library of Congress, 10 First Street,
Washington, D. C. 20540.

Worldwide National Earth-
Science Agencies

For addresses consult “Worldwide Directory of National Earth-Science
Agencies,” USGS Circular 716, 1975.

World Wide Web (WWW)

You can (almost) find just about everything, if you have time, patience!
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Table 4.7: Common Samplers for Disturbed Soil Samples and Rock Cores

Best Results in Methods of Causes of
Sampler Dimensions Soil or Rock . Disturbance or Remarks
Penetration
Types Low Recovery

Split Barrel 2: 0D-1.375" |All fine- Hammer driven|Vibration SPTis made using
IDis standard. |grained soilsin standard penetrometer
Penetrometer |which sampler with 140# hammer
sizesup to4" |can be driven. falling 30". Undisturbed
OD-3.5"ID Gravels samples often taken
available. invalidate with liners. Some

drive data. sample disturbance is
likely.

Retractable 1" OD tubes 6" |Forsilts, clays, |[Hammer driven|Improper soil |[Light weight, highly

Plug long. Maximum|(fine and loose types for portable units can be
of 6 tubes can |sands. sampler. hand carried to job.
be filled in Vibration. Sample disturbance is
single likely.
penetration.

Augers: 3"to 16" dia. |For mostsoils [Rotation Hard soils, Rapid method of

Continuous Can penetrate [above water cobbles, determining soil profile.

Helical Flight |todepthsin table. Will not boulders. Bag samples can be
excess of 50 penetrate hard obtained. Log and
feet. soils or those sample depths must

containing account for lag between

cobbles or penetration of bit and

boulders. arrival of sample at
surface.

Disc Upto 42" dia. |[Same as flight [Rotation Same as flight |Rapid method of
Usually has auger. auger. determining soil profile.
maximum Bag samples can be
penetration of obtained.

25 feet.

Bucket Up to 48" dia. |For mostsoils [Rotation Soil too hard to [Several type buckets
common. above water dig available including those
Larger table. Can dig with ripper teeth and
available. With [harder soil chopping buckets.
extensions, than above Progress is slow when

depths greater
than 80 feet
are possible

types, and can
penetrate soils
with cobbles
and small
boulders when
equipped with
arock bucket

extensions are used.
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Table 4.7 continued:

Best Results in Causes of
Sampler Dimensions Soil or Rock Methods‘ of Disturbance or Remarks
Penetration
Types Low Recovery
Augers:  |Generally 6"to |Same as Same Same A special type of flight
Hollow Stem (8" OD with 3" |Bucket. auger with hollow center
to 4" 1D hollow through which
stem. undisturbed samples or
SPT can be taken.
Diamond Standard sizes |Hard rock. All
Core Barrels 1- barrels can be
1/2"to 3" OD, |fitted with
7/8"to 2-1/8" |insert bits for
core. Barrel coring soft rock
lengths 5to 10 |or hard soils.
feet for
exploration.

Single Tube Primarily for Fractured rock. |Drill fluid must circulate
strong, sound around core —rock must
and uniform not be subject to
rock erosion. Single tube not

often used for
exploration.
Rock too soft

Double Tube Non-uniform, Improper Has inner barrel or
fractured, rotation or swivel which does not
friable and soft feed rate in rotate with outer tube.
rock. fractured or For soft, erodible rock.

soft rock. Best with bottom
discharge bit.

Triple Tube Same as Same as Differs from Double
Double
Tube. Double Tube. |Tube by having an

additional inner split
tube liner. Intensely
fractured rock core best
preserved in this barrel.
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Table 4.8: Common Samplers for Undisturbed Samples

. . Best Resultsin | Methods of Causes of
Sampler Dimensions . . i Remarks
Soil Types Penetration Disturbance
Shelby Tube 3"0D-2.875" [Forcohesive |Pressingwith |Erratic pressure|Simplestsampler for
ID most fine-grained or |fast, smooth applied during [undisturbed samples.
common. soft soils. stroke. Can be |[sampling, Boring should be
Available from |Gravelly soils |carefully hammering, clean before lowering
2" to 5" OD. 30" [will crimp the [hammered. gravel sampler. Little waste
sampler length [tube. particles, areain sampler. Not
is standard. crimping tube [suitable for hard,
edge, improper|dense or gravelly
soil types for [soils.
sampler.
Stationary 3" OD most For soft to Pressing with |Erratic pressure|Piston at end of
Piston common. medium clays |continuous, during sampler prevents
Available from |and fine silts. |[steady stroke. [sampling, entry of fluid and
2" to 5" OD. 30" [Not for sandy allowing piston [contaminating
sample length [soils. rod to move material. Requires
is standard. during press. |heavy drill rig with
Improper soil |hydraulic drill head.
types for Generally less
sampler. disturbed samples
than Shelby. Not
suitable for hard,
dense or gravelly soil.
No positive control of
specificrecovery
ratio.
Hydraulic 3" OD most Forsilts-clays |Hydraulic or Inadequate Needs only standard
Piston common — and some compressed air |clamping of drill rods. Requires
(Osterberg) available from [sandy soils. pressure. drill rods, adequate hydraulic or
2"to 4" 0D, 36" erratic air capacity to activate
sample length. pressure. sampler. Generally

less disturbed
samples than Shelby.
Not suitable for hard,
dense or gravelly soil.
Not possible to limit
length of push or
amounts of sample
penetration.
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Table 4.8 Continued:

. . Best Resultsin | Methods of Causes of
Sampler Dimensions . . . Remarks
Soil Types Penetration Disturbance

Denison Samplers from [Can be used for{Rotationand |Improperly Inner tube face
3.5"0ODto7- |[stiff to hard hydraulic operating projects beyond outer
3/4" OD. clay, silt and pressure. sampler. Poor [tube which rotates.
(2.375"t0 6.3" [sands with drilling Amount of projection
size samples). |some procedures. can be adjusted.
24" sample cementation, Generally takes good
lengthis soft rock. samples. Not suitable
standard. forloose sands and

soft clays.

Pitcher Sampler 4.125" |Same as Same as Same as Differs from Denison

Sampler OD used 3" Denison. Denison. Denison. inthatinner tube
Shelby Tubes. projection is spring
24" sample controlled. Often
length. ineffective in

cohesionless soils.

Hand cut block
or cylindrical
sample

Sample cut by
hand.

Highest quality
undisturbed
samplingin
cohesive soils,
cohesionless
soil, residual
soil,
weathered
rock, soft rock.

Change of state
of stress by
excavation.

Requires accessible
excavation. Requires
dewatering if
sampling below
groundwater.
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Table 4.9: Types of Test Boring

Boring

Procedure Utilized

Applicability

Auger boring

Hand or power operated augering with
periodic removal of material. In some
cases continuous auger may be used
requiring only one withdrawal.
Changes indicated by examination of
material removed. Casing generally not
used.

Ordinarily used for shallow
explorations above water Table in
partly saturated sands and silts, and
soft to stiff cohesive soils. May be used
to clean out hole between drive
samples. Very fast when power-driven.
Large diameter bucket auger permits
examination of hole. Hole collapsesin
soft soils and soils below groundwater
Table.

Denison Samplers from 3.5" OD to 7-3/4" OD. Can be used for stiff to hard clay, silt
(2.375" to 6.3" size samples). 24" and sands with some cementation, soft
sample length is standard. rock.

Pitcher Sampler 4.125" OD used 3" Shelby Same as Denison.

Sampler Tubes. 24" sample length.

Hand cut block
or cylindrical
sample

Sample cut by hand.

Highest quality undisturbed sampling
in cohesive soils, cohesionless soil,
residual soil, weathered rock, soft rock.

Hollow-stem

Power operated, hollow stem serves as

Access for sampling (disturbed or

flight auger a casing. undisturbed) or coring through hollow
stem. Should not be used with plugin
granular soil. Not suitable for
undisturbed sampling in sand and silt.
Wash-type Chopping, twisting, and jetting action |Used in sands, sand and gravel without
boring for of alight bit as circulating drilling fluid |boulders, and soft to hard cohesive
undisturbed or [removes cuttings from holes. Changes [soils. Most common method of subsaoil
dry sample indicated by rate of progress, action of [exploration. Usually can be adapted for

rods, and examination of cuttingsin
drilling fluid. Casing used as required to
prevent caving.

inaccessible locations, such as on
water, in swamps, on slopes, or within
buildings. Difficult to obtain
undisturbed samples.
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Table 4.9 Continued:

Boring

Procedure Utilized

Applicability

Percussion

drilling (Churn

Power chopping with limited amount
of water at bottom of hole. Water
becomes slurry that is periodically
removed with bailer or sand pump.

Changes indicated by rate of progress,

Not preferred for ordinary exploration
or where undisturbed determining
strata changes, disturbance caused
below chopping bit, difficulty of access,
and usually higher cost. Sometimes
used in combination with auger or
wash borings for penetration of coarse
gravel, boulders, and rock formations.
Could be useful to probe cavities and
weakness in rock by changes in drill
rate.

Rock core Power rotation of a core barrel as Used alone and in combination with
drilling circulating water removes ground-up  |boring types to drill weathered rocks,
materials from hole. Water also acts as |bedrock, and boulder formations.
coolant for core barrel bit. Generally
hole is cased to rock.
Wire-line Rotary type drilling method where the |Efficient for deep hole coring over 100
drilling coring device is an integral part of the |feet onland and offshore coring and

drill rod string which also serves as a
casing. Core samples obtained by
removing inner barrel assembly from
the core barrel portion of the drill rod.
The inner barrel is released by a
retriever lowered by a wire-line
through drilling rod.

sampling.

Table 4.10: Requirements for Boring Layout (NAVFAC, 1982)

Areas of Investigation

Boring Layout

Slope stability, deep cuts, high
embankments.

Provide three to five borings on line in the critical
direction to provide geological section for analysis.
Number of geological sections depends on extent of
stability problem. For an active slide, place at least one
boring upslope of sliding area.
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Table 4.11: Correlations and Approximations for Cohesive Soils.

Consistency

Very Soft

Soft

Medium

Stiff

Very Stiff

Hard

Compressive
strength, q,
(kPa)

<25

25-50

50-100

100-200

200-400

>400

Compressive
strength, q, (tsf)

<0.25

0.25-0.5

0.5-1.0

1.0-2.0

2.0-4.0

>4.0

Corrected
Standard
Penetration

Resistance, N

10-16

17-30

>30

Approx. range
of moist unit
weight, g,
(kN/m’)

16-18

16-19

17-20

18-21

19-22

19-22

NOTE: The undrained strength is ¥ of the unconfined compressive strength

Table 4.12: Correlations and Approximations for Granular Soils.

Description Very Loose Loose Medium Dense Very Dense
Relative Density, D,
0-15 15-35 35-65 65—85 > 85
(%)
Corrected Standard
Penetration 0-4 5-10 11-30 31-50 >50
Resistance, N
Approx. Angle of
e 25°-30° 27°-32° 30°-35° 35°-40° 38°-43°
Internal Friction, f
Approx. range of
moist unit weight, 11.0-16 14-18 17-20 18-22 20 =24
g(kN/m’)
( 1
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Chapter 5
Estimating Groundwater Recharge

5.1 Introduction

Recharge is defined as that proportion of precipitation that reaches the water table. An estimation of
recharge is needed for the design of subsurface drainage. A very simplified approach is provided to
estimate the amount and timing of precipitation that becomes groundwater recharge. Specifically, the
method employed is that developed by the United States Department of Agriculture Soil Conservation
Service (USDA-SCS, 1972) to estimate abstractions, or the depth of precipitation that does not become
overland flow or is lost to evapotranspiration. Abstraction is analogous to infiltration. Estimating both
steady state recharge, or long term average conditions (e.g. annual rate), as well as transient recharge of
100 year 24-hour precipitation event, are discussed.

5.2 SCS Method for Abstractions

The SCS methodology is based on the assumption that direct runoff, after some initial abstraction (e.g.
loss to storage depressions, interception, and plant uptake) will depend on land surface cover, land use,
soil type and antecedent moisture conditions. The approach is widely accepted and used in a variety of
hydrologic, erosion and water quality models (e.g. Foster et al., 1980;, Williams et al., 1984a; 1984b;
Young et al., 1987; Arnold et al., 1990; Meinardus et al., 1998). The approach uses one parameter — the
curve number (CN), which has been defined over a wide range of geographic, soil and land management
conditions. Chapter 4 on Site Characterization provides literature sources for estimating the curve
number based on hydrologic soil cover complexes.

One of the earliest equations for infiltration was developed by Horton (1933, 1939) in which infiltration
begins at some initial rate (f,) and decreases exponentially over time until it reaches a constant rate (f,),
where k is the decay constant (1/T).

f@O) = fo+ (fo— fo)e™ (5.1)

A plot of f(t) is superimposed on precipitation rates in Figure 5.1. Using Figure 5.1 for reference, the SCS
approach to estimating storm precipitation assumes that

e The depth (amount measured in length, i.e., inches) of cumulative excess precipitation (P.) for
runoff is always less than cumulative total precipitation (P).

e The depth of precipitation that recharges the system (F,) is less than some potential maximum
retention (57).

e There is some amount of rainfall (/,) that occurs before any runoff can occur such that the
maximum runoff is P-1,.

e The ratio of actual-to-potential (maximum) for infiltration and runoff are equal.
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The resulting ratios become,

Hasimm = 5 = 7o (52)

From continuity, runoff P, equals,

P=P—-1,—-F (5.3)

Combining equations 5.2 and 5.3 and solving for cumulative recharge, F,,

=3 — (5.4)

Itis assumed that initial losses are equal to 20% of total storage potential,

I, =0.25', (5.5)

with storage (inches) assumed to be a function of the soil’s curve number such that,

st =2%_ 1. (5.6)
CN

Assigning a CN and knowing the cumulative precipitation (P), one can then solve for cumulative
recharge, F,. For modeling purposes it is assumed that /, does not recharge the groundwater system.
Instead, it is assumed to be lost to soil storage, plant interception and evapotranspiration.

Figure 5.1: Graphical
representation of the SCS

method of rainfall
abstractions where /, =
initial abstractions, P, =
rainfall excess and F, =
continuing abstractions
(modified from Chow et
al., 1988)
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5.2.1 Example Calculation for Recharge

To illustrate the calculation of recharge, Table 5.1 lists hourly precipitation for a single storm event
lasting seven hours. For a CN = 80, the the basin’s storage potential is computed as S’ = (1000/80)-10 =
2.5 inches, and the initial abstraction /, = 0.25’ = 0.2(2.5 inches) = 0.5 inches. This means that 0.5 inches
of rain must fall before any runoff or recharge is generated. From Table 5.1, only 0.2 inches of rain falls
in the first hour and no recharge occurs. In the second hour, 0.7 inches falls, and the cumulative
precipitation (P) of 0.9 inches surpasses the initial abstraction. From equation 5.4, F, = 2.5(0.9-0.5)/(0.9-
0.5+2.5) = 0.34 inches of recharge. Note that 0.5 + 0.34 = 0.84 inches. Given 0.9 inches of rain has fallen,
the balance of 0.06 inches of rain becomes runoff (P,). During the second hour, an additional 0.37
inches of rain falls. P=1.27. From equation 5.4, F. = 0.59 inches. This is cumulative, and the
incremental recharge for the third hour, F,,. = 0.59 — 0.34 = 0.24 inches of recharge. Over the 7-hour
storm, SCS calculations given a CN = 80 produce 1.65 inches of recharge. For comparison, a CN = 65 will
produce 70% more recharge (2.39 inches) while a CN = 95 will generate a lot of runoff and very little
recharge (0.48 inches).

For individual storms it is necessary to reinitialize the sequence such that the initial abstraction is met
prior to any recharge. It is recommended that individual storms are separated by at least 24 hours with
no rain. However, site specific expert judgment should be used as to what lag between rainfall
constitutes an individual storm event.

Table 5.1: Example calculations for a 7-hour rain event given CN = 80. P;,. = incremental
precipitation, P = cumulative precipitation, /, = initial abstraction, F, = cumulative recharge, Fgn.=
incremental recharge and P, = cumulative runoff.

time Pinc P la Fa F ajinc P
hr inches inches inches inches inches inches
1 0.20 0.20 0.20 0.00 0.00 0.00
2 0.70 0.90 0.50 0.34 0.34 0.06
3 0.37 1.27 0.50 0.59 0.24 0.18
4 1.04 231 0.50 1.05 0.46 0.76
5 2.25 4.56 0.50 1.55 0.50 2.51
6 0.73 5.29 0.50 1.64 0.10 3.15
7 0.07 5.36 0.50 1.65 0.01 3.21

5.2.2 Modifications to the Curve Number

The curve number designated to various soil hydrologic groups may need to be modified based on
antecedent moisture conditions (USDA-SCS, 1972). The designated CN are based on normal antecedent
moisture class (AMC Il). If soil conditions are dry (AMC I) or wet (AMC Ill), then empirical evidence
suggests equivalent curve numbers are computed as,
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4.2CN(II)

CN(D = [ooossenan

(5.7)

23CN(II)

CNUID = o Genan

(5.8)
Classification of antecedent moisture classes are provided in Table 5.2. The curves for dry and moist
antecedent moisture conditions are non-linear. Curves deviate most from AMC Il conditions at low CN
values and converge toward AMC Il conditions at high CN values. Therefore, characterizing soil moisture
conditions becomes more critical for systems with relatively large infiltration capabilities. In addition,
Table 5. 1 is not site specific. For example, two inches of rain over a five day period on the Olympic
Peninsula, WA may not require one to consider the system AMC lll, but for an arid system in eastern
Washington, it would. Under these circumstances, it is best to use the lower CN in the calculations as it
will produce the most groundwater recharge and force a conservative approach to horizontal drainage
design.

Table 5.2: Classification of antecedent moisture classes (AMC) for SCS method of rainfall
abstractions (modified from USDA-SCS, 1972).

total 5 day antecedent rainfall (inches)

AMC Group Dormant Season Growing Season
| <05 <1.4
I 05to1.1 l4t02.1
1] >1.1 >2.1

The CN approach is based in agricultural sciences where slopes are generally less than 5°. If surface
runoff increases with increased slope, then adjustment to the CN may be required. Huang et al. (2006)
empirically derived an expression for gradients on the order of 0.14 to 1.4 (8°-54°)

322.79+15.63a
a+323.52

CN(ID), = CN(II) , (5.9)

where ais the slope gradient (L/L).

Figure 5.2 shows the impact on estimated recharge (expressed as a cumulative depth over time) when a
CN of 75 is modified for dry, wet or steep slope conditions. For dry AMC the CN(l) falls to 56 (equation
5.7), while for moist AMC the CN(Ill) increases to 87 (equation 5.8). A larger CN correspond to greater
runoff and less groundwater recharge. A steep slope of 40° increases the CN(ll) for flat surfaces only
slightly from 75 to 77.6. Impacts to cumulative recharge (F,) as a result of wet AMC or steep slope are
not large compared to changes in recharge as a function of dry moisture conditions. A reduction in CN
from 75 to 56 causes a delay in the onset of recharge based on a larger initial abstraction (/,, soil

97

—
—



storage, plant interception and evapotranspiration), but after 5 hours the amount of cumulative
recharge surpasses wet conditions and steep slope conditions.

Figure 5.2: Impact on cumulative recharge (F,) by modifying the CN(ll) = 75 based on AMC and slope
(a=40°) for a given precipitation event over 7 hours.

5.3 SCS 100-Year 24-Hour Storm Event

For horizontal drain design a large event is simulated to see if the drains can lower water levels quickly.
The extreme event chosen for design considerations is the 100-year 24 hour event, though less extreme
events could also be considered depending upon the criticality of the application.

The U.S. Department of Agriculture, SCS (1986) developed synthetic storm hyetographs for storms given
a 24-hour duration. Four storm types in the United States are identified, Type IA, |, Il and lll. Figure 5.3
gives the geographic locations for each storm type. Rainfall distributions are tabulated in Table 5.3 and
plotted in Figure 5.4. Types IA and | define the Pacific maritime climates with wet winters and dry
summers. Type lll is for the Gulf of Mexico and Atlantic coastal regions where tropical storms result in
large 24-hour rainfall amounts. Type Il storms are for the remainder of the nation. Type Il and Il storms
have the largest intensity, in that a greater proportion of rain for these storms falls over a relatively
short period of time. Type IA distributes its precipitation more gradually across the 24-hour period.
Rainfall in a 24-hour period is obtained from the National Weather Service (NWS) for different parts of
the country. NWS Technical Paper 40, or TP-40 (Hershfield, 1961) gives 24-hour isopluvial maps for the
areas east of the 105" meridian, with the map of the 100-year return period provided in Figure 5.5. For
regions west of the 105" meridian, TP-40 has been superseded by NOAA Atlas 2 (1972). NOAA (1972)
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Figure 5.3: Location with in the US the 24-hour storm hyetographs for each of the four SCS storm
types (USDA-SCS, 1986).

Figure 5.4: SCS 24-
hour storm
hyetographs (USDA-
SCS, 1986)
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Fraction of Storm Total Table 5.3: USDA-SCS (1986) 24-hour rainfall

hours
1A ' I T distributions for different storm types.
0 0 0 0 0
2 0.05 0.035 0.022 0.02
4 0.116 0.076 0.048 0.043
6 0.206 0.125 0.08 0.072
7 0.268 0.156 0.098 0.089
8 0.425 0.194 0.12 0.115
8.5 0.48 0.219 0.133 0.13
9 0.52 0.254 0.147 0.148
9.5 0.55 0.303 0.163 0.167

9.75 0.564 0.362 0.172 0.178
10 0.577 0.515 0.181 0.189
10.5 0.601 0.583 0.204 0.216
11 0.624 0.624 0.235 0.25
11.5 0.645 0.654 0.283 0.298
11.75 0.655 0.669 0.357 0.339
12 0.664 0.682 0.663 0.5
12.5 0.683 0.706 0.735 0.702
13 0.701 0.727 0.772 0.751
13.5 0.719 0.748 0.799 0.785

14 0.736 0.767 0.82 0.811
16 0.8 0.83 0.88 0.886
20 0.906 0.926 0.952 0.957
24 1 1 1 1

isopluvial maps for 6-mo, 2-, 5-10-, 25-, 50- and 100-year return periods for individual states in the
western US are archived by WRCC (http://www.wrcc.dri.edu/pcpnfreg.html). The 100-year return

period for Washington State is given in Figure 5.6.

Recharge as a function of CN and total precipitation in a 100-year, 24-hour storm event (for a type IA
storm distribution) is plotted in Figure 5.7. Recharge depth increases with total precipitation for all
values of CN. For low total precipitation depths, low CNs will have lower total recharge than higher CN
values, based on losses to the initial abstraction. As an example, total precipitation must be greater
than 3.2 inches for a CN of 55 to produce more recharge than a CN equal to 80 (marked in Figure 5.7a).
For larger precipitation totals (P > 5 inches), raising the CN will always cause a decrease in estimated
recharge. Focusing on the percentage of precipitation that becomes recharge (Figure 5.7b) shows that
for CN < 80, the percentage of recharge decreases with increased total precipitation. For CN values
equal to or less than 80, maximum recharge occurs between 3 and 5 inches. Lower total precipitation
loses water to initial abstraction, while larger precipitation forces more water to run off. Maximum
recharge is always less than 50% the total precipitation when /, is assumed not to recharge the
groundwater system.
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Figure 5.5: 100-year, 24-hour rainfall depth (inches) for regions east of the 105" meridian. Map
published by Hershfield (1961) and TR-55 (USDA-SCS, 1986). Isopluvial contours at one inch.

Figure 5.6: 100-year, 24-hour isopluvial map for Washington State (NOAA, 1972). Depths in 10" of
aninch.
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Table 5.4: Computed recharge (R, ft/d) for site MP 321 for a 100-year, 24-hour storm event,
assuming a CN = 80.

hours day Storm Dist. P Computed Recharge
1A inches F,inches R ft/d
0 0.000 0 0 0.0000 0.0000
2 0.083 0.05 0.45 0.0000 0.0000
4 0.167 0.116 1.044 0.4468 0.4468
6 0.250 0.206 1.854 0.8783 0.4315
7 0.292 0.268 2.412 1.0834 0.4102
8 0.333 0.425 3.825 1.4270 0.6873
8.5 0.354 0.48 4.32 1.5111 0.3361
9 0.375 0.52 4.68 1.5644 0.2132
9.5 0.396 0.55 4.95 1.6007 0.1454
9.75 0.406 0.564 5.076 1.6167 0.1281
10 0.417 0.577 5.193 1.6311 0.1149
10.5 0.438 0.601 5.409 1.6564 0.1013
11 0.458 0.624 5.616 1.6794 0.0917
11.5 0.479 0.645 5.805 1.6992 0.0795
11.75 0.490 0.655 5.895 1.7084 0.0730
12 0.500 0.664 5.976 1.7164 0.0643
12.5 0.521 0.683 6.147 1.7328 0.0658
13 0.542 0.701 6.309 1.7478 0.0598
13.5 0.563 0.719 6.471 1.7622 0.0575
14 0.583 0.736 6.624 1.7753 0.0524
16 0.667 0.8 7.2 1.8207 0.0454
20 0.833 0.906 8.154 1.8845 0.0319
24 1.000 1 9 1.9318 0.0237
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Figure 5.7: Cumulative recharge as a function of CN and total 24-hour precipitation given a SCS type
IA storm distribution in (a) inches, (b) percentage of total precipitation.
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5.3.1 Example Problem: Recharge Calculation for 100-Year, 24-Hour Storm.
For the example site, SR 101 MP 321 is located in western WA with a type |IA 24-hour storm pattern.
Figure 5.8 is an enlargement the NOAA (1972) Atlas 2 of Washington State with MP 321 location
identified. Contours are given at the 10" of an inch for total storm precipitation. Storm total for MP 321
is approximately 9 inches.

For the 8" hour in the storm, the cumulative fraction of storm total is 0.425, or P = 3.83 inches given a
storm total of 9 inches. Initial abstraction for a CN =80 is 0.5. Since P>/,, then F, from equation 5.4
equals 1.43 inches. F,for the previous time step (t = 7 hours) is 1.0834 inches, therefore the
incremental recharge is 0.34 inches in one hour, or 0.69 ft/day. Table 5.4 gives computed recharge
estimates for all storm stress periods.

Figure 5.8: NOAA Atlas 2 (1972) for
100-year 24-hour rain totals (10th of an
inch contours). Map is of western
Washington State with MP 321
identified by red-circle and historic
weather station site Quilcene COOP

approximated with a red X.
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Table 5.4: Computed recharge (R, ft/d) for site MP 321 for a 100-year, 24-hour storm event,
assuming a CN = 80.

hours day Storm Dist. P Computed Recharge
1A inches F,inches R ft/d
0 0.000 0 0 0.0000 0.0000
2 0.083 0.05 0.45 0.0000 0.0000
4 0.167 0.116 1.044 0.4468 0.4468
6 0.250 0.206 1.854 0.8783 0.4315
7 0.292 0.268 2.412 1.0834 0.4102
8 0.333 0.425 3.825 1.4270 0.6873
8.5 0.354 0.48 4.32 1.5111 0.3361
9 0.375 0.52 4.68 1.5644 0.2132
9.5 0.396 0.55 4.95 1.6007 0.1454
9.75 0.406 0.564 5.076 1.6167 0.1281
10 0.417 0.577 5.193 1.6311 0.1149
10.5 0.438 0.601 5.409 1.6564 0.1013
11 0.458 0.624 5.616 1.6794 0.0917
11.5 0.479 0.645 5.805 1.6992 0.0795
11.75 0.490 0.655 5.895 1.7084 0.0730
12 0.500 0.664 5.976 1.7164 0.0643
12.5 0.521 0.683 6.147 1.7328 0.0658
13 0.542 0.701 6.309 1.7478 0.0598
135 0.563 0.719 6.471 1.7622 0.0575
14 0.583 0.736 6.624 1.7753 0.0524
16 0.667 0.8 7.2 1.8207 0.0454
20 0.833 0.906 8.154 1.8845 0.0319
24 1.000 1 9 1.9318 0.0237

5.4 Steady State Recharge

Steady state recharge represents the long-term, or average, recharge. It does not include episodic
events such as the 100-year storm event discussed in the previous section. Instead, steady state
recharge and resultant steady state groundwater levels (or pore pressures) indicate a system in
equilibrium. Quantifying steady state conditions is necessary to understanding baseline conditions prior
to a large and/or sudden perturbation in system stress (such as a 100 year storm).

Two different methods for assigning steady state recharge are provided, depending on availability of
site-specific precipitation data. If site-specific data is available and collected over a significant period of
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time to reflect wet and dry seasons (e.g. one or more years), then recharge is computed and averaged
over the period of record. For example, using the 2010 water year precipitation record of site MP 321,
F,is calculated at approximately 10 inches/year. Given 365 days, the steady state recharge rate is
estimated at 0.0023 ft/d.

If data are not readily available, or only available for a short period of record, then steady state recharge
can be approximated by using the average annual total precipitation for the site based on precipitation
records tabulated by regional climate centers (refer to Chapter 4.2.4) and using historic data. For site
MP 321, and assuming Quilcene 2SW (COOP) historic data most closely represents MP 321 (refer to
Figure 5.8), average depth of precipitation is 51 inches per year (between years 1920 and 2010). For this
site, the 100-year 24-hour event is 9 inches and a CN = 80 will produce 1.93 inches of recharge, or 21%
(refer to Figure 5.7 or Table 5.5). If one assumes the same percentage of recharge between the 100-
year storm and the long-term average, then 51 inches multiplied by 0.21 will equal 10.7 inches, or a
recharge rate of 0.0024 ft/d.

Table 5.5 Recharge and maximum infiltration rates as a function of CN, storm total precipitation and

storm type.

Recharge

(inches) |%recharge Storm Max Recharge Rate (ft/d)

24 hr Total |All Storms

CN P (inches) Types all types IA I 1 "
55 1 0.00 0 0.00 0.00 0.00 0.00
55 2 0.35 17 0.09 0.09 0.12 0.13
55 3 1.17 39 0.33 0.47 2.70 1.78
55 4 1.83 46 0.84 3.22 7.23 2.79
55 5 2.38 48 0.95 5.38 9.98 5.78
55 6 2.85 47 1.64 5.85 10.76 6.32
55 7 3.24 46 1.84 6.22 11.34 6.74
55 8 3.58 45 1.95 6.51 11.77 7.07
55 9 3.88 43 2.04 6.73 12.08 7.32
55 10 4.14 41 2.11 6.89 12.30 7.52
55 11 4.37 40 2.17 7.01 12.44 7.66
55 12 4.57 38 2.22 7.10 12.52 7.77
55 13 4.76 37 2.26 7.15 12.56 7.84
55 14 4.92 35 2.29 7.18 12.56 7.89
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Table 5.5 Continued:

Recharge
(inches) |%recharge Storm Max Recharge Rate (ft/d)
24 hr Total |All Storms

CN P (inches) Types all types IA I I i

60 1 0.00 0 0.00 0.00 0.00 0.00
60 2 0.61 30 0.14 0.21 0.54 0.38
60 3 1.33 44 0.46 1.64 4.78 2.12
60 4 1.90 48 0.77 4.34 8.06 4.67
60 5 2.37 47 1.40 4.81 8.84 5.20
60 6 2.75 46 1.53 5.16 9.38 5.59
60 7 3.06 44 1.63 5.42 9.75 5.89
60 8 3.33 42 1.71 5.59 9.99 6.10
60 9 3.57 40 1.77 5.72 10.14 6.25
60 10 3.77 38 1.82 5.80 10.21 6.35
60 11 3.95 36 1.85 5.84 10.24 6.41
60 12 4.10 34 1.88 5.86 10.22 6.45
60 13 4.24 33 1.89 5.86 10.16 6.46
60 14 4.37 31 1.91 5.84 10.09 6.45
65 1 0.00 0 0.00 0.00 0.00 0.00
65 2 0.79 39 0.22 0.35 1.90 1.23
65 3 1.42 47 0.60 3.37 6.24 3.14
65 4 1.89 47 1.12 3.87 7.11 4.18
65 5 2.27 45 1.25 4.21 7.64 4.57
65 6 2.57 43 1.35 4.44 7.97 4.83
65 7 2.82 40 1.42 4.59 8.16 5.01
65 8 3.03 38 1.46 4.68 8.25 5.12
65 9 3.21 36 1.50 4.72 8.27 5.19
65 10 3.36 34 1.52 4.73 8.24 5.21
65 11 3.49 32 1.54 4.72 8.17 5.21
65 12 3.61 30 1.54 4.69 8.08 5.19
65 13 3.71 29 1.54 4.65 7.98 5.15
65 14 3.80 27 1.54 4.60 7.86 5.11
70 1 0.14 14 0.05 0.04 0.04 0.03
70 2 0.90 45 0.40 1.33 3.38 1.39
70 3 1.43 48 0.76 3.00 5.53 3.24
70 4 1.81 45 1.00 3.36 6.09 3.64
70 5 2.11 42 1.09 3.57 6.39 3.89
70 6 2.34 39 1.15 3.69 6.54 4.04
70 7 2.52 36 1.19 3.75 6.58 4.12
70 8 2.68 33 1.21 3.77 6.55 4.15
70 9 2.81 31 1.23 3.75 6.49 4.14
70 10 2.92 29 1.23 3.72 6.39 4.12
70 11 3.01 27 1.23 3.67 6.27 4.07
70 12 3.10 26 1.22 3.61 6.15 4.02
70 13 3.17 24 1.21 3.55 6.01 3.95
70 14 3.23 23 1.20 3.48 5.88 3.89
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Table 5.5 Continued:

Recharge
(inches) |%recharge Storm Max Recharge Rate (ft/d)
24 hr Total |All Storms

CN P (inches) Types all types IA I I i

75 1 0.30 30 0.07 0.10 0.27 0.19
75 2 0.95 48 0.38 2.17 4.03 2.33
75 3 1.37 46 0.77 2.58 4.69 2.80
75 4 1.67 42 0.85 2.80 5.00 3.05
75 5 1.88 38 0.91 2.90 5.11 3.18
75 6 2.05 34 0.94 2.93 5.11 3.22
75 7 2.18 31 0.95 2.92 5.04 3.22
75 8 2.29 29 0.96 2.88 4.94 3.19
75 9 2.38 26 0.95 2.83 4.82 3.14
75 10 2.46 25 0.94 2.77 4.69 3.08
75 11 2.52 23 0.93 2.70 4.56 3.01
75 12 2.58 21 0.92 2.63 4.42 2.94
75 13 2.62 20 1.00 2.56 4.29 2.87
75 14 2.67 19 1.05 2.49 4.16 2.80
80 1 0.42 42 0.12 0.26 1.22 0.75
80 2 0.94 47 0.54 1.85 3.39 2.00
80 3 1.25 42 0.64 2.10 3.75 2.29
80 4 1.46 36 0.69 2.19 3.84 2.40
80 5 1.61 32 0.71 2.19 3.80 2.42
80 6 1.72 29 0.72 2.16 3.71 2.39
80 7 1.81 26 0.71 2.11 3.58 2.34
80 8 1.88 23 0.70 2.04 3.45 2.28
80 9 1.93 21 0.69 1.97 3.32 2.21
80 10 1.98 20 0.77 1.90 3.18 2.13
80 11 2.02 18 0.80 1.84 3.06 2.06
80 12 2.05 17 0.82 1.77 2.93 1.99
80 13 2.08 16 0.83 1.71 2.82 1.92
80 14 2.11 15 0.85 1.65 2.71 1.86
85 1 0.47 47 0.20 1.12 2.08 1.09
85 2 0.85 43 0.44 1.46 2.62 1.59
85 3 1.06 35 0.49 1.55 2.71 1.70
85 4 1.19 30 0.51 1.54 2.64 1.70
85 5 1.28 26 0.50 1.48 2.52 1.65
85 6 1.34 22 0.49 1.42 2.39 1.58
85 7 1.39 20 0.54 1.35 2.25 1.51
85 8 1.43 18 0.57 1.28 2.13 1.44
85 9 1.47 16 0.59 1.21 2.01 1.37
85 10 1.49 15 0.60 1.15 1.90 1.30
85 11 1.51 14 0.61 1.10 1.80 1.24
85 12 1.53 13 0.62 1.05 1.71 1.19
85 13 1.55 12 0.62 1.00 1.63 1.13
85 14 1.56 11 0.63 0.96 1.56 1.08
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Table 5.5 Continued:

Recharge
(inches) |%recharge Storm Max Recharge Rate (ft/d)
24 hr Total |All Storms

CN P (inches) Types all types IA I 1 "

90 1 0.46 46 0.26 0.86 1.56 0.93
90 2 0.68 34 0.31 0.98 1.70 1.07
90 3 0.79 26 0.32 0.94 1.61 1.05
90 4 0.86 21 0.31 0.88 1.47 0.98
90 5 0.90 18 0.36 0.81 1.34 0.91
90 6 0.93 16 0.37 0.74 1.23 0.84
90 7 0.95 14 0.39 0.69 1.13 0.78
90 8 0.97 12 0.39 0.64 1.04 0.72
90 9 0.99 11 0.40 0.59 0.97 0.67
90 10 1.00 10 0.40 0.56 0.90 0.63
90 11 1.01 9 0.40 0.52 0.84 0.59
90 12 1.02 8 0.39 0.49 0.79 0.56
90 13 1.02 8 0.39 0.46 0.75 0.53
90 14 1.03 7 0.39 0.44 0.71 0.50
95 1 0.33 33 0.15 0.46 0.80 0.51
95 2 0.41 21 0.15 0.41 0.68 0.46
95 3 0.45 15 0.18 0.34 0.57 0.39
95 4 0.46 12 0.19 0.29 0.48 0.33
95 5 0.48 10 0.19 0.25 0.41 0.29
95 6 0.48 8 0.19 0.22 0.36 0.25
95 7 0.49 7 0.18 0.20 0.32 0.23
95 8 0.49 6 0.19 0.18 0.29 0.21
95 9 0.50 6 0.21 0.16 0.26 0.19
95 10 0.50 5 0.23 0.17 0.24 0.17
95 11 0.50 5 0.24 0.18 0.22 0.16
95 12 0.50 4 0.26 0.20 0.21 0.15
95 13 0.51 4 0.27 0.21 0.19 0.14
95 14 0.51 4 0.28 0.22 0.18 0.13
99 1 0.09 9 0.04 0.05 0.08 0.05
99 2 0.10 5 0.04 0.03 0.04 0.03
99 3 0.10 3 0.06 0.05 0.03 0.03
99 4 0.10 2 0.06 0.05 0.04 0.04
99 5 0.10 2 0.07 0.06 0.05 0.04
99 6 0.10 2 0.07 0.07 0.05 0.05
99 7 0.10 1 0.08 0.07 0.06 0.05
99 8 0.10 1 0.08 0.07 0.06 0.06
99 9 0.10 1 0.08 0.08 0.06 0.06
99 10 0.10 1 0.08 0.08 0.07 0.06
99 11 0.10 1 0.08 0.08 0.07 0.07
99 12 0.10 1 0.09 0.08 0.07 0.07
99 13 0.10 1 0.09 0.08 0.07 0.07
99 14 0.10 1 0.09 0.08 0.07 0.07
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Chapter 6
Introduction to Groundwater Modeling

6.1 Introduction

The purpose of chapter 6 is to familiarize the reader with basic groundwater modeling terminology and
approaches. Appendix C provides a tutorial for MODFLOW, with the purpose of walking individuals
through an example of model creation, model calibration and verification. Chapter 6 provides the
basics of groundwater modeling in an abridged format. Refer to the text Applied Groundwater

Modeling: Simulation of Flow and Advective Transport (Anderson and Woessner, 1992) for greater

depth on the topic as well as many examples.

What is a model, and how can groundwater modeling help a practitioner evaluate slope stability? First, a
model is a simplified approximation of the natural system. Physical groundwater models would include,
as an example, sand tanks in the laboratory to investigate groundwater flow. In contrast, mathematical
models solve for flow using a governing equation believed to represent important physical processes.
The groundwater flow equation is the governing equation for groundwater hydrology, and is presented
in Chapter 3. The groundwater flow equation is constrained by equations that represent flow and/or
water levels at the boundaries of the model domain (called boundary conditions), and if time
dependent, will also incorporate equations defining the beginning water levels at the start of the
simulation (called initial conditions). Analytic solutions for drainage problems are presented in Chapter
7, but these approaches impose many simplifying assumptions and may not be appropriate for many
complex, real-world situations. For example, analytic solutions cannot account for complex geology,
horizontal drains in a fan array, or boundary conditions. For these more complex groundwater flow
problems, a numeric model is needed. A numeric model is a powerful tool that allows practitioners to
relax assumptions on system homogeneity, as well as allow complex geometry and/or superimpose
multiple boundary conditions and stresses, by approximating solutions to the groundwater flow
equation through numeric techniques.

Numeric models are generally used for prediction purposes. For example, what horizontal drain
configurations will suffice in lowering water levels below some critical point to prevent slope failure
during a 100-year 24-hour storm event? How will drain configuration change based on geologic
materials and storm pattern? And what data are most important to determine drain design? In this
sense, models not only help one predict system response, but can be used to gain insight on controlling
parameters and possible threshold responses to stresses on the system. To create an effective and
verifiable numeric model necessitates a full understanding of the assumptions applied, can require
significant amounts of data, and be expensive to build. However, numeric models can more fully
incorporate data into a unified conceptual rendering of the site so more informed decisions can be
made on designing, constructing, and managing the drainage system.
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The purpose of the model must be defined first, followed by the degree of certainty required and funds
available for the project. The general rule of thumb is to use the simplest model available to achieve the
stated purpose or goal of the project. In some situations, analytic solutions are appropriate if data and
money are limited. However, numeric models should be used if simpler approaches fail to account for
processes considered.

6.2 Conceptual Model

Building a conceptual model is fundamental to creating a worthwhile numeric model. Without proper
conceptualization of the site, the model may be inadequately defined and fail to capture important
components of the physical system. Subsequently, the resultant solutions are likely incorrect. All
conceptual models are simplified versions of the actual system. However, simplifying assumptions must
be valid, and enough detail must be maintained to capture observed system response.

Prior to collecting data, an initial conceptual model should be established. This will dictate what data
and where sampling will occur. With data collection, and preliminary modeling, one may need to revisit
the conceptual model and revise it based on an inability to correctly capture system response. In these
circumstances, it may be necessary to collect more data and revise the modeling approach.

Four steps are required to construct a conceptual mode: (1) define the model boundary, (2) define
hydrostratigraphic units, (3) delineate important water budget components and (4) define the flow
system (Anderson and Woessner, 1992).

The first step is to establish the model boundaries. Ideally, model boundaries should be placed along
natural hydrologic boundaries. For example, flow divides, water bodies, or impermeable bedrock. In
Chapter 4, Figure 4.1 shows an example of assigning the model domain to the watershed boundary.
Flow divides occur at the watershed boundaries with all flow exiting the site at the topographic low. By
placing model boundaries at natural groundwater divides, one greatly simplifies the conceptual
rendering of the site and limits the amount of data needed to define the model . When the model
domain is restricted to an area less than the natural boundaries, then data collection needs to include
water levels and/or groundwater flux estimates at the edges of the model domain to properly capture
all water budget aspects of the site.

The second step to developing a valid conceptual model is to map the important hydrogeologic units at
the site. Chapter 4 discusses hydrogeologic mapping in some detail. Locations, thicknesses and
hydraulic properties for each unit are required to parameterize a groundwater model.

At the conceptual model development phase, water budget components need to be identified. Figure
6.1 shows possible water sources and sinks related to site SR101 MP321. Block arrows depict boundary
condition fluxes that must be quantified before model execution can occur. Measuring seepage from
the basalt basement is difficult and simplifying the conceptual model may be warranted to avoid this
quantification. If one assumes that glacio-lacustine silts and clays (Unit 2) are relatively impermeable,
then the no flow boundary is assigned to the top of this unit. If the assumption is not valid, then model
results will fail to capture water level response to precipitation events and the assumption will need to

113

—
—



be discarded. If silts and clays (Unit 2) as well as the underlying glacial tills (Unit 3) are included in the
model domain, then water level information specific to these units must be collected (piezometers
isolated only in these units). To further simplify the conceptual model, it may be possible to assume
that up-gradient fluxes are small compared to water entering the system via recharge. This may be valid
if the domain extends to the ridge defining the watershed boundary. However, inter-basin groundwater
flow can occur and the assumption may not be valid. Placing a piezometer at the model boundary and
tracking observed heads with respect to precipitation events will aid in defining this component of the
water budget.

Figure 6.1: Water budget components for a conceptual model of SR101 MP321. (Figure modified
from WSDOT, 2000)

Lastly, one needs to understand the flow system. For many natural slopes, flow systems are relatively
simple with unconfined water table surfaces mimicing topography. However, if faulting, complex
stratigraphy, fracturing and/or presurized aquifers are located within the model domain, it is necessary
to use observed water levels to help define flow paths.

6.3 MODFLOW

MODFLOW (McDonald and Harbaugh, 1988; Harbaugh and McDonald, 1996; Harbaugh et al., 2000;
Harbaugh, 2005; Niswonger et al., 2011) is a widely accepted, finite-difference, public domain
groundwater flow model produced by the United States Geologic Survey (USGS). MODFLOW uses the
groundwater flow equation (refer to equation 3.36 for unconfined aquifers) as its governing equation.
Head is solved by MODFLOW in both space and time such that the solution to the groundwater flow
equation satisfies initial conditions and all boundary conditions.
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6.3.1 Finite Difference Numerical Method

Finite difference is a numerical method used to obtain approximate solutions to the governing equation,
in which a continuous system is broken into discrete points in both space and time and partial
derivatives are replaced by the differences in head between these discrete points. MODFLOW uses a
block-centered approach with the groundwater flow equation solved for the center of each cell (refer to
Figure 6.2). An example of converting a conceptual model into a finite difference grid is provided in
Figure 6.3. Cells are defined by their row, column (and by layer in three dimensions). Using the
continuity equation all flow into the cell less the flow out of the cell is the change in water stored in the
cell. The change in storage is represented as,

So(Ar;AC;AV ) Lk (6.1)

= Ss(Ar;AC;AV,) (

m m—1
hijr=hijk
tm _ tm—l

Where S; is specific storage (1/L); Ar;AC; AVy is the cell volume h;j is the head at node |,j,k and At is
change in time (T). As an approximation of the time derivative at time t™ the head difference is divided
by the time interval. Since the head at time t™ is estimated by going backwards in time and using the
head preceding it, or head at t™*, the analysis is termed backward-difference. Flow across all six faces of
the cell are accounted for, as are external sources of water (i.e. boundary conditions). As an example of
flow across a cell face, refer to Figure 6.4. Flow is calculated entering the cell i,j,k from cell i,j-1,k (along
a row), with positive flow assigned to water entering the cell,

(hi,j—l,k_ hi,j.k)

Ar. 1
i3

o1, =K
qlnl—g-k YL,

kAcl-Avk (6.2)

Where 9t is the volumetric flow rate through the cell face between 1,j-1,k and 1,j,k (L3/T); K, ” is
7] 2 L 2’

the hydraulic conductivity along the row between the nodes i,j-1,k and i,j,k (L/T); Ac;Av, is the area of

cell face perpendicular to flow; h; j_1 x — h;j i is the difference in heads between nodes i,j-1,k; and i,jk

and Ar}._l is the distance between nodes i,j-1,k and i,j,k (L). The notation of % indicates an effective
2

property for the region between the cell nodes considered, and not a specific point. Itis noted, that the
default for computing effective hydraulic conductivity between two nodes (in this case |,j-1, k and 1,j,k)
in MODFLOW is via the harmonic mean (Collins, 1961).

Sources/sinks of water external to the cell are applied as either head dependent, such as through a river
bed (Pi;«hi;«), or independent of head (Q;;«), such as recharge.

All flow into and out of the model cell is represented by a set of linear, algebraic difference equations
given below,
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Figure 6.2: A center-blocked grid used in MODFLOW. Discrete points, or nodes, for which the
groundwater flow equation is solved are located at the center of user defined cells. Cells are located
by position in the grid in terms of row (i) and column (i), with i and j representing indices of cell
location (k is the index for the layer if modeling in three dimensions). For reference, a few cells are
identified by (i,j). Cell dimensions are given by DELR;, which is the length of a cell along a row, and
DELC;, the length of cell along columns (modified from Harbaugh, 2005).
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Figure 6.4: Flow into cell I,j.k from cell |, j-1,k (modified from McDonald and Harbaugh, 1988).
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All seven heads at time t™ are unknown making it impossible to solve the single equation 6.3
independently. Unknown heads are highlighted in gray (duplicates of h{”},kare not highlighted).
However, if this equation is written for each active cell in the model domain, and there is only one
unknown for each cell, then there are n-equations with n-unknowns, and the system of equations can
be solved simultaneously.

6.3.2 Grid Design

Grid design is focused on grid orientation, scale and linking the grid to the real-world site. For
anisotropic conditions (e.g. fracture flow), grids should be orientated such that axis are collinear with
the diagonal terms of the hydraulic conductivity tensor. Figure 6.5 shows grid rotation with respect to
the hydraulic conductivity tensor.

If flow is isotropic (K, -= K,), then the grid should be aligned to decrease the number of active cells and to
coincide with natural boundaries, such as topographic flow divides, and in the primary direction of flow.

Grid scale is based on the expected change in water level over the model domain. Large change in water
levels will require more nodes (more cells). Similarly, the greater the spatial heterogeneity the greater
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Figure 6.5: Grid orientation based on fracture traces (red lines).

number of nodes needed. It is important to maintain a grid scale that allows proper representation of
hydrologic features, including wells, surface water bodies, spatially variable recharge, as well as fault
length and thickness. And it is important that the size of the cell adequately portray the representative
elementary volume (REV) described in Chapter 3.

Computational efficiency is linked to the number of nodes, with large heterogeneity decreasing
efficiency. As a general rule of thumb, less than 10,000 nodes is very efficient, but it’s possible to model
over 1,000,000 nodes. Only very large and fast computers can handle large numbers of nodes on the
order of 20,000,000. Techniques are available to provide a finer resolution but limit the number of cells.
This includes finite element modeling and telescopic mesh refinement. However, these techniques are
beyond the scope of this manual. In addition, modeling with a single layer is recommended for most
slope stability as complexity in model greatly increases with increased model layers. However, it is
noted, that vertical discretization can be accomplished independent of geology or can depend on
geology (Figure 6.6). If model layering is independent of hydrogeologic units, then it is necessary to
define cell parameters with an average, or effective value, for the region of the cell. MODFLOW offers
the HUF package to help the user convert hydrogeologic units into effective properties for model
execution.

118

—
—



(a) Credit: USGS Geological Survey, Department of the Interior/USGS

(b)

Figure 6.6: Vertical discretization for MODFLOW (a) independent of geology (modified from Belcher
et al., 2004) and (b) dependent on geology.
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6.3.3 Boundary Conditions and Applied Stresses.

Boundary conditions can be applied at the edges of the model domain, or internal to the domain. Three
types of boundary conditions are considered, (1) specified head, (2) specified flux, and (3) head-
dependent flux. Specified fluxes and head-dependent fluxes are often termed applied stress.

6.3.3.1 Specified Head Boundary Cells

For most slope stability problems, the specified head boundary conditions is likely assigned to the up-
and down-gradient model boundary locations. Specified head boundary conditions are applied to those
cells for which MODFLOW does not need to solve heads. Specified head cells are assigned a head value
for a specified time for which head does not change. For steady state simulations, or transient
simulations for which the specified head does not change in time, these cells are termed constant-head.
Specified/constant head cells are often used to describe lakes, rivers, streams, or to observed heads at a
significant distance from the region of interest in the model domain. The specified head anchors the
solution in space. Without some sort of specified head boundary, the model will not know where to
begin the solution. Caution is noted when using a specified head boundary condition, since its value
does not change despite possible stresses to the system (e.g. a well pumping large volumes) and can
inadvertently represent a nearly inexhaustible source of water. Nor can a specified head change its
value, if a large amount of areal flux is applied (i.e. recharge). For these situations, it is recommended to
extend specified head boundary conditions well away the region investigated in the model. In this way,
boundary condition influence on the model objective is limited.

6.3.3.2 Specified Flux

Specified flux boundary conditions are used when discharge is known and MODFLOW wiill still solve for
head where this flux is specified. There are several types of specified flux conditions, including: no flow,
inter-basin flow, pumping/injection wells, and groundwater recharge. In equation 6.3 specified fluxes
are denoted by Q; ; x, with positive values indicating water into the cell and negative values indicating

water removed from the well.

No-flow cells are those cells for which no water is allowed to enter or exit the cell. In essence, no-flow
cells are excluded from the model domain and heads are not estimated with MODFLOW. No flow cells
are placed along hydrogeologic divides and bedrock contacts. Delineating model boundaries at the
edges of a watershed allows confident use of the no-flow boundary condition and greatly simplifies the
number of water budget components necessary to quantify with data. MODFLOW automatically assigns
a no-flow boundary if no other boundary type is specified.

The MODFLOW WEL package is used to simulate both wells that are used to withdraw or inject water to
the aquifer, as well as simulate inter-basin groundwater fluxes at the margins of the model domain
(refer to Figure 6.7 for an example). Water is added (or removed) at a constant rate (L*/T) for a given
stress period in which the rate is independent of the cell’s head or the dimensions of the cell.
MODFLOW'’s recharge (RCH) package is used to simulate areally distributed recharge to the
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Figure 6.7: Example of boundary conditions applied around the Smith and Mason Valleys, Nevada
(Collopy and Thomas, 2009) with red = no-flow, blue = specified flux, and green regions = general
head boundaries. Specified fluxes defined using Maxey Eakin (1949) approach to mountain block
recharge with computed values provided in the inset by marked zone.

groundwater system. This includes precipitation that percolates to the potentiometric surface.
Recharge is applied to the cell as,

er.']. = Ri,jATjACi (64)

Given Qru'k is the recharge flow rate applied to cell 1,j (L*/T), and R is the recharge flux (L/T) applicable
to the mapped area (L?) of cell (ArjAc;). Values of R; are defined by the user for each stress period and

applied to one cell in a vertical column of cells. The user can specify recharge to a specific model layer or
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allow MODFLOW to apply R to the upper most active layer. As a word of caution, if a cell goes dry and if
dry cells are forced to be inactive, then the first option will negate any recharge entering the model cell.
Therefore, if there is a potential for a model cell to go dry due to changing water levels over time, then
the second option is desired to ensure recharge is added to the model. Recharge will only be added to
variable-head cells. Recharge is not assigned to cells designated as a constant/specified head or as a no-
flow cell.

6.3.3.3 Head Dependent Boundaries

These boundary conditions calculate flux as a function of head difference between the cell and some
point inside (or outside) the model domain. Darcy’s law (equation 3.13) computes the flux. Several
MODFLOW packages exist that support head-dependent boundaries, and a sum of these fluxes into a
single MODFLOW cell are represented by Pi,j,kh{,’},k in equation 6.3. Listed below are those MODFLOW
packages that might be useful for modeling water levels in a slope environment susceptible to slope
failure.

6.3.3.3.1 Drains

Drains (DRN) in MODFLOW are designed to remove water from the aquifer based on the difference
between head in the aquifer and the drain’s elevation. Flow into the drain (and out of the aquifer)
occurs only when water levels in the aquifer are higher than the drain, and drop to zero when heads
drop below the drain elevation (Figure 6.8). The relationship is expressed as

Qd = _Cd(hi,j,k - hd) when h,-jk>hd (65)
Q;=0 when hjx < 0 (6.6)

Given Qqis flow out of the aquifer and into the drain, h;; is the head in the aquifer, hq is the drain
elevation and C, is drain conductance. To understand drain conductance in a physical sense, refer to
section 4.2.7: Horizontal Drain Flow Characteristics and Drain Flow.

6.3.3.3.2 General Head Boundary

The general head boundary (GHB) package in MODFLOW simulates flow into/out of a cell based on a
proportion of the head difference between the GHB cell and a MODFLOW-computed head. The
representative equation is,

Qp = Cp(hy — haijk) (6.7)

Where Q, is the flow into cell i,j,k from the boundary (L*/T), Cs is the boundary conductance (L%/T), hy, is
the user-defined head in the GHB cell, and h;; is the MODFLOW-computed head (L).

High values of C,, or large differences in head, will force the GHB cell to act like a specified/constant
head cell with no limit on into/out of the model and should be monitored to ensure that fluxes are
reasonable. Figure 6.9 illustrates that the relationship between h;;,, h, and Q. A positive Q, refers to
flow into the aquifer and negative Q, is flow out of the aquifer.
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Figure 6.8: Plot of flow to a drain (Q,) as a
function of head in the cell (h), where elevation
of the drain is hy, and the slope of drain flow is —
C, (Modified from McDonald and Harbaugh,
1988).

Figure 6.9: Plot of flow into/out of a GHB cell
(Qp) as a function of head in the cell (h), and
assigned GHB head h,., and GHB conductance
C»(Modified from McDonald and Harbaugh,
1988).

6.3.4 Initial Conditions

The initial head distribution across the modeled domain is required for all simulations. For steady state
simulations, the choice of initial heads is not critical except the closer the initial head distribution is to
the steady state solution, then the quicker the model will converge on a solution. It is also important to
make sure the initial heads are all above the bottom of the cell to remove instability issues associated
with wetting and drying of model cells. For steady state solutions, it is recommended to set initial heads
at the top elevation of the modeled cells.

For transient simulations the choice of initial head is very important. Figure 6.10 shows a simulation in
which initial heads are not well defined (Model 1), and more accurately defined (Model 2). Initial heads
are determined by either interpolating observed water level data across the modeled domain for the
time period representing the start of the model, or using modeled steady state head distributions.
Steady state conditions are generally assumed to represent average conditions; such as mean water
level for a long period of record, mean annual water level or mean water level for a specific period of
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time. The latter is really a quasi-steady state condition and can be assumed to occur during the
relatively dry periods in the year when little precipitation occurs, or when very consistent precipitation
occurs over a significant period of time and observed hydrographs are fairly stable. It's analogous to
baseflow conditions in a stream.

40 5
35 - O Observed

= Modeled 1 = \lodeled 2

Water Level (ft)

0 50 100 150 200 250
days in simulation

Figure 6.10: An example of transient water levels in an observation well and model results. Model 1
initial conditions are too high. Model 2, initial conditions are more realistic.

6.3.5 MODFLOW Numeric Solvers

MODFLOW provides several solvers, and which solver to use is problem dependent. For most non-linear
problems, such as unconfined conditions, the geometric multi-grid (GMG) solver is appropriate (Wilson
and Naff, 2004). For unconfined situations where fluctuation of the water table results in wetting and
drying of model cells, the newly created Newton-formulation of MODFLOW, or MODFLOW-NWT is
required (Niswonger et al., 2011). Refer to the cited documents for a full description of the approaches
used by either solver. Example problems in Chapter 7 highlight the solver used and parameter choices.

6.4 Calibration Strategies

Calibration refers to adjusting model parameters to best match observed data. Calibration strategies
can range from fairly simple to very complex and generally improve with modeling experience.
Hydraulic properties, as well as boundary conditions and stresses can be altered to reproduce simulated
heads and fluxes that best match field measured values. Measured parameters, as well as expected
ranges in parameter values, constrain how much adjustment in a calibration parameter is acceptable.
Calibration is sometimes referred to as the “inverse problem”, in which observed heads are used to
obtain parameter values, versus known parameter values used to predict groundwater heads.

Calibration can be done in either steady state or transient simulations. In general, steady state model
calibration focuses on adjusting hydraulic conductivity to best match steady state head distributions.
Likewise, the basic conceptual model can be evaluated. For example, if model calibration is only
possible with unrealistic parameter values, then the conceptual model must be revisited. It may be
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necessary to modify existing boundary conditions, include additional water sources or sinks, reconsider
system heterogeneity, or incorporate a geologic feature that was left out of the original model.

Transient calibration generally focuses on storage parameters to match water level response to change
in stress. Decreasing storage will increase water level response, while increasing storage will mute the
response. Figure 6.11 provides an example of how specific yield impacts observed water level response
to a precipitation event. In addition, it is not uncommon that the steady state calibrated hydraulic
conductivity needs further adjustment in the transient simulation. In this circumstance, the steady state
calibrated hydraulic conductivity value acts as an initial guess. Drain conductance (GC,) is likewise
adjusted to match drain outflow. If necessary, drain elevations (hy) can also be tweaked given the
uncertainty in elevation with drilling practice. A difference of only a few feet can significantly impact
drain response.

Model calibration is qualitatively assessed by matching observed and predicted contour maps of
groundwater head. It is important that flow paths observed are reproduced in the model. Quantitative
assessment of calibration success is accomplished when the calibration target is simulated within an
acceptable level of error. A calibration target is a measured, observed, calculated or estimated hydraulic
head or groundwater flow rate that the model must reproduce (within a range of acceptable error) for
the model to be considered calibrated (ASTM D5981, 1996). Uncertainty in the calibration target
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Figure 6.11: An example of changing specific yield (S,) in transient calibration. Observed water levels
are better replicated with S, = 0.02 compared to S, = 0.30.

should also be considered, so that excessive effort is not expended in trying to perfectly match a target
that is highly uncertain. Error is often measured using the root mean-squared error (rmse),

rmse = [V 2%, (hy — h)?]" (6.8)

Where h, and h, are the predicted and observed heads, and n is the number of observed data. Error
assessment is subjective to project objectives; however, error greater than 10% is often indicative of a
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poor model, 5-10% is acceptable, while less than 5% is a very good model. An example of error
assessment is provided using Figure 6.11, the rmse for S, equal 0.02 and 0.30 is 1.3 ft and 3.9 ft,
respectfully. Normalized by the difference in observed minimum and maximum head (15.8 ft), this
equates to 8% and 24% error, respectfully. Model results for S, = 0.02 more accurately represents
observed water levels by reducing error compared to S, = 0.30.

The rmse criterion for successful model calibration is limited to the average error in the model and can
hide portions of the model that are poorly predicted. It is important for model error to be randomly
distributed across the domain and not show any specific trend. Figure 6.12 provides an example of
unbiased and biased error. Figure 6.12 demonstrates a one-to-one plot of observed versus predicted
water and a plot of residuals (observed — predicted). For the un-biased results, error is randomly
distributed about the 1:1 line (or residual = 0). For the biased example, error increases with increased
observed water level, with the model increasingly under-predicting water levels at larger and larger
observed values. If heads are consistently too high or two low in a particular region of the model, then
boundary conditions may need to be adjusted, or eliminated, to remove the bias. If the source of error
cannot be isolated, then additional field data should be collected to improve conceptual understanding
of the system being modeled.
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Figure 6.12: An example of biased an un-biased model error represented in a (a) one-to-one plot (b)
plot of residuals.

Calibration can be achieved using manual trial and error by adjusting one parameter at a time, or using
sophisticated auto-calibration techniques that are available. Both are discussed within the context of an
application in the Appendix B — Groundwater Modeling Tutorials. Caution is noted that just because
calibration targets are met, that the model is valid. This is because groundwater model calibration
rarely produces a unique solution. Instead, many different combinations of parameter values may result
in an equal solution. Uncertainty is exacerbated if little data exists to constrain parameters values, little
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observed water level or flux data exist, or water level data are poorly distributed across the model
domain. If calibration error is clearly defined, then at least interpretation is possible of uncertainty
distribution in the model and of predicted water level values. In the end, a calibrated model clearly
demonstrates the ability to reproduce observed data. Verification will test the model’s ability to predict
future behavior.

6.4.1 Sensitivity Analysis

A sensitivity analysis is the process of changing one parameter in the model at a time and re-computing
the error function. The purpose is two-fold. First, it can determine the best parameters to use in the
calibration process. Parameters that have the greatest impact on model output make better calibration
parameters than those parameters less sensitive. Secondly, a sensitivity analysis is the most
rudimentary uncertainty analysis one can perform. It allows some quantification of uncertainty in
modeled response if parameters are adjusted over expected ranges. Figure 6.13 gives an example of a
typical graph displaying sensitivity of recharge, specific yield and hydraulic conductivity. Each parameter
is adjusted independently between -50% and +50% of their calibrated value (calibrated value is 0%
change in input parameter). The calibrated value should fall at the global minimum for all parameters
(minimum rmse). In this example, model output is more sensitive to recharge than specific yield.
Hydraulic conductivity is non-unique with two minimum rmse. One rmse minimum occurs at a lower
hydraulic conductivity than the chosen calibrated value. Final choice of the hydraulic conductivity value
is decided with field and/or laboratory data, or using expert judgment. It is also notable, that the system
is insensitive to hydraulic conductivity at larger values, such that K, values 10% larger than the calibrated
value produce no appreciable increase or decrease in the error function.

—Recharge
Specific Yield
——Hydraulic Conductivity

rmse

-50 0 50
% Change in Input Parameter
Figure 6.13: An example of a sensitivity analysis looking at influence of independent adjustment of
recharge, specific yield and hydraulic conductivity on rmse.
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Independent adjustment of parameters will likely fail to capture covariance between parameters.
Figure 6.14 provides a contour map where two normalized, hypothetical parameters, X; and X,, are
adjusted simultaneously. Error is represented as 1-unit contour lines. The solution space is convoluted
with a dip in error occurring near the one-to-one negative correspondence for X; and X,. The resulting
global minimum for the parameter ranges (space) evaluated occurs at 0.6 the range for X, and 0.3 for
the range modeled for X;. Complexity arises in that a ridge of high error occurs for low values of X, that
is relatively insensitive to low values of X;, while a local minimum also occurs at high X; and high X,.
Negotiating a complex solution space becomes increasingly complex with more and more parameters
included in the calibration strategy. Sensitivity analysis is one way to decipher what level of complexity
arises, what parameters can be disregarded in the calibration process, and if a parameter needs to be

Figure 6.14: Error (e.g.
rmse) in model prediction

given simultaneous
adjustment of hypothetical
parameters X; and X,.
Range in parameter values
are normalized (0 to 1),
while contours are given in
1-unit intervals. The blue-
circle represents the global
minimum value in error for
the parameter spaces
considered. The red-circle
is the global maximum.

included, then how to quantify this uncertainty. Complex solutions spaces, and/or multiple calibration
parameters are very difficult to assess through trial-and-error approaches. Instead, sophisticated
optimization algorithms can negotiate complex solution spaces fairly efficiently. Implementation of one
of these algorithms is discussed in the tutorial section of the manual on auto-calibration (refer to
Appendix C).
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6.4.2 Verification

A well calibrated model will reproduce observed behavior for which the model is calibrated. However,
the other purpose of a model typically is to predict future behavior in which boundary conditions and
applied stresses are different than those used in the calibration process. Verification is a test of the
model’s robustness over different scenarios, and if verification is successful, will provide confidence in
the calibration and the ability of the model to replicate system behavior over a range of applied stresses.
In order to perform a verification of the model, a subset of available data that was not used in the
calibration process is used. Ideally, this second set of data corresponds to very different hydrologic
conditions. For instance, if the calibration data corresponds to water levels for an average water year,
then water level data for a drought year can serve as a verification data set. If water level data is
limited, then one can use a secondary set of data for the same calibration time period. For instance, if
drain conductance is adjusted to help match observed water level response, then correlation of
observed and modeled drain flow can serve as an independent verification. If the model fails to
reproduce the second set of data, then the modeler may need to revisit the conceptual model and
revise calibration strategies
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Chapter 7
Horizontal Drain Design

7.1 Introduction

While significant research has occurred with respect to the characterization and function of drainage
systems, most of this work has focused on irrigation systems with relatively shallow slopes and been
fairly qualitative in its assessment. Often drainage design is based on experience from past installations,
rather than on hydraulic conductivity and quantitative assessment using drainage equations or numeric
analysis. Merva (1984) stated that drainage design is often a trial-and-error procedure, while Willardson
(1982) recognized that adequate estimates for hydraulic conductivity and drainage coefficients are
difficult to obtain and largely selected based on tradition and local experience. Forrester (2001)
provided very useful guidance to geotechnical designers on the use of horizontal drains for slope
stability, but did not offer methodology on evaluating the efficacy of drains for a particular site or a
guantitative design method to determine the location, type of number of drains. In fact, little to no
guantitative procedural guidelines are published on drain placement with the goal of increasing slope
stability during rapid rises in pore pressures. Every drainage problem is unique, in which experience
and expert opinion cannot be superseded. However, a more quantitative framework for drain design
can aid practitioners to improve drainage performance and to reduce ad hoc decision making.

The proposed methodology for drain design is given in Figure 7.1, and shows a preliminary analysis
followed by an iterative procedure between hydrogeologic and geotechnical analysis for slope stability.
Prior to hydrogeologic analysis, it is necessary to characterize the site (described in Chapter 4) and
develop a design storm to test system response to a large event (described in Chapter 5). The technical
aspects of groundwater influences on slope stability are given in Chapter 2. The basics of groundwater
hydrology and groundwater modeling are provided in Chapters 3 and 6, respectively. Important factors
controlling success or failure of drain design, the initial feasibility study as well as quantitative analyses
using analytical, graphical and numerical techniques, are provided in this chapter.

7.2 Controlling Factors of Drainage Design
Many factors can influence the effectiveness of a drainage system, which can be grouped into the
following categories:

e aquifer characterization,

e aquifer recharge/response to precipitation,

e drainage system design,

e construction methods, and

* maintenance
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Figure 7.1: Methodology for drain design to promote slope stability that iterates between

hydrogeologic analysis (blue region) and slope stability analysis (green region).
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This chapter focuses on effectiveness of drainage system design, primarily considering drain length,
elevation, spacing and efficiency, as a function of aquifer characteristics and storm events. To
demonstrate the importance of each of these variables, an idealized cross section is presented with a
linearly sloping ground surface that drops in elevation from 300 ft to 75 ft over a distance of 1000 ft
distance (slope of 12.7°). Figures 7.2, 7.3, and 7.4 show the impact of drain length, elevation and
spacing, respectively, on water table elevations under steady state recharge using MODFLOW. Site
parameters are assigned isotropic with K =1 ft/d, R = 0.01 ft/d and drain hydraulic conductivity equal to
that of the geologic material (i.e. 1 ft/d).

In Figure 7.2, all drains are installed at an elevation of 50 ft, and are installed at the toe of slope. As
drain length increases, water table elevations drop.

350
—No Drain

300 = length 100 ft [~

Land Surface

—I|ength 250 ft

250 4 T
—length 500 ft

200 s

150

Elevation (ft)

100

50

0 100 200 300 400 500 600 700 800 900 1000
Distance (ft)

Figure 7.2: Water table elevations in an idealized cross section as a function of drains with different
lengths. All drains are installed at the toe of slope at an elevation of 50 ft, with the bottom of the
geologic unit at an elevation of 0 ft. Water levels results obtained using MODFLOW.
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In contrast, Figure 7.3 shows that increasing the elevation of a drain will reduce the maximum drop in
water table. Drains are installed at an elevation of 50 ft, 100 ft and 150 ft and extend 500 ft into the
slope. Drains located at the lowest elevation facilitate the greatest lowering of water table elevations.
For the example provided, the drain installed at an elevation of 50 ft, or the toe of the slope, is more
effective at lowering water levels compared to a drain installed upslope at an elevation of 150 ft.

350
=——No Drain
300 = e Elevation 50 ft
Land Surface = Elevation 100 ft
250 e \.Z """""""""""""""""""""""" Elevation 150 ft|
£
e 200 T N
.0
—
g 150
Q
L
100
50
0 T T T T T T T T T T T T T T T T T T

0 100 200 300 400 500 600 700 800 900 1000
Distance (ft)

Figure 7.3: Water table elevations in an idealized cross section given drain elevations of 50 ft, 100 ft and
150 ft and extending 500 ft into the slope.

Rahardjo et al., 2003 performed a rigorous measurement campaign combined with numerical modeling
to determine the effectiveness of horizontal drains for slope stability. One of the key findings is that
shallow drains, or drains running parallel and near the ground surface, are ineffective in improving the
stability of a slope. In other words, drains installed in the vadose zone are generally ineffective at
capturing recharge from precipitation events. Instead, drains are most effective when placed at the
lowest elevation possible. The basic tenet is to lower the main water table, with less emphasis placed
on direct capture of infiltration. If installed a significant distance into the slope at the lowest possible
elevation, drains will capture the majority of groundwater and have the largest effect on lowering the
water table. These results are also consistent with the research findings of Lau and Kenney (1984) and
Martin et al., 1994. Parametric studies have also shown that drains located in the upper region of a
slope are of no real significance if additional deeper drains are in the lower part of a slope. The water
table will eventually be reduced to the lowest drain level and any drains above the bottom drain will no
longer be effective. With the overall lowering of the water table, the upper drains serve only as
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interceptor drains during large events, and Rahardjo et al. (2003) found these drains ineffectual. The
only exception to this rule might be for site conditions where significant perched water table conditions
can develop. If a low permeability layer exists at depth, precipitation events may induce a perched
water table, which may cause the slope to fail.

The findings of Rahardjo, et al. (2003) are important when considering which type of model is best for
drainage design. If water table position is the most important aspect of slope stability and the physical
processes and matric pressures within the vadose are judged to be less significant, then one can rely on
saturated models for use in drainage design. This significantly reduces the complexity of the analysis
and may allow for the use of analytical solutions for many field conditions. One still has to determine the
net infiltration that contributes to groundwater recharge following a precipitation event, but this
analysis can most likely be de-coupled from the groundwater analysis.

Figure 7.4 tests drain spacing, with drains drilled parallel to the slope strike. Drain direction is dictated
by the one-dimensional aspect of MODFLOW simulation. In other words, the model consists of a single
cross section with no aerial considerations. The drain layout, however, is typical of all analytical
approaches. For an example of drain layout, refer to Figure 7.5 for drains installed at 250 ft intervals. As
expected, given equal recharge and hydraulic characteristics of the site, decreasing the drain spacing will
lower water table elevations.

35U
=——No Drain
300 e ——Spacing = 250 ft |
Land Surface Spacing = 150 ft
Spacing = 50 ft
%0 4 o~ bacing
£
c 200 4 TN
.0
)
3
D 150 +
[TT}
100 -+
50
0 T T T T T T T T T T T T T T T T T T

0 100 200 300 400 500 600 700 800 900 1000
Distance (ft)

Figure 7.4: Water table elevations in an idealized cross section with for different drain spacing.
Drains are parallel to the slope strike (into the page) and all are located at an elevation of 50 ft.
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Water level response to drain placement is also a function of site characteristics. Specifically, hydraulic
conductivity, specific yield (for transient simulations) and recharge rates are important to drainage
design, and need to be considered. Figure 7.5 shows water table profiles for a range of hydraulic
conductivity and recharge rates given a drain spacing of 250 ft. Water table elevations will rise with
increased recharge and/or decreased hydraulic conductivity. Drain design will need to adjust to
accommodate for variable hydraulic properties. Similarly, Figure 7.6 provides water table elevations as a
function of K and R, but given a single drain extending from the toe of the slope and into the geologic
material. Properly quantifying K and R become important to understanding aquifer response to drain
design.

35U

—K=1.0;R=001
300 dai K=0.1,R=0.01}-
Land Surface —K=1;R=0.05
250 4 e

200

150

Elevation (ft)

100

50

0 100 200 300 400 500 600 700 800 900 1000
Distance (ft)

Figure 7.5: Water table profiles as a function of hydraulic conductivity (K) and recharge rate (R).
Units are in feet per day. Drain spacing is 250 ft at an elevation of 50 ft and into-the-page. Drains
are shown as blue circles.

7.3 Preliminary Analysis

The preliminary analysis requires an estimate of the critical water level for which FOS = 1.0. This is done
along the primary of the slope. Data requirements include a pre-defined failure surface, the friction
angle, cohesion, unit soil weight, unit saturated soil weight and layer thickness for each
hydrostratigraphic unit. Choice of analysis methods are provided in chapter 2, and it is recommended
one compare several methods to ensure a convergence on the estimated critical water level for which
slope failure is eminent.
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Figure 7.6: Water table profiles as a function of hydraulic conductivity (K) and recharge rate (R).
Units are in feet per day. Drain length is 250 ft at an elevation of 50 ft. Drain is shown as a thick
black line originating at the toe of slope.

Once the critical water level is defined, the question posed in the Figure 7.1 flow chart, “Is a drainage
solution feasible”? At this juncture, one must assess the conductance of materials, storage potential
and recharge rate of the site. As displayed in Figure 7.5 and 7.6, feasibility of horizontal drains to
stabilize systems is significantly reduced with a combination of low K, large R, and an estimated critical
water level at significant depth. If the system also has a low storage potential (low S,) and is highly
anisotropic, the feasibility of a drainage solution further diminishes. However, if ambiguity in feasibility
arises, then one should proceed forward in the analysis with either an analytical or numerical approach
to drainage design.

7.4 Analytical Equations

Analytic equations represent mathematical models with a closed form solution. In order to maintain a
closed form solution, these equations are limited by many simplifying assumptions. For example, these
equations require simple geometry, homogeneous and isotropic conditions, and simple boundary
conditions. A numeric model is also a mathematical model, but can relax some of the simplifying
assumptions necessary to solve an analytic equation. This can be done because numeric models
compute an approximation to the solution through a time-stepping procedure that attempts find
successively better approximations to the roots of the real-valued function (e.g. Newton-Raphson
method). In other words, the solution to an analytic model is exact while the solution to a numeric
model is an approximation. .
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Site complexity will determine if one chooses an analytical or numerical approach to modeling
hydrogeologic response to storm events and impact on horizontal drain design. Conditions that
mandate a numerical approach include an irregular drain network, heterogeneous aquifer propertiesand
fractured systems. Analytical solutions assume that drains are installed perpendicular to the hillslope.
This assumption is immediately invalidated by practical installation procedures that often situate
horizontal drains into steep slopes as fan-networks. Analytical solutions, however, can provide the
designer a first-cut at quantitatively assessing possible drainage configurations and should not be
discounted as a viable means for design.

7.4.1 Steady-State Conditions

Steady-state conditions are those that represent a system in equilibrium. These conditions are not
indicative of episodic events but greatly simplify the approach. The applicability is that steady-state
recharge can represent a baseline boundary condition and resulting water levels, while storm calculated
recharge can provide worst-case scenario for storm related water levels. The latter is not realistic
because large precipitation events do not last long and the slope system never reaches a steady-state
condition. Assuming steady-state for a storm event will over-estimate water level elevations. However,
such estimates can provide insight to system response as long as the practitioner is cognizant of these
limitations.

Steady-state analytical approaches are provided for both flat and sloped surfaces.

7.4.1.1 Hooghoudt Equation (Flat Surface)

Hooghoudt (1940) developed the first design equations for subsurface drainage conditions and this
approach is still used today. The Hooghoudt methodology calculates steady state drawdown for a given
recharge rate per unit area, R (L/T). Recharge and drainage are assumed to occur simultaneously and do
not change with time. Drains are installed in a flat system, at equal depth and are assumed parallel. The
approach is dependent on horizontal groundwater flow and the existence of an impermeable layer at
relatively shallow depths. Parallel drain spacing (Ly) is calculated using Wesseling (1973) formulation in
Sl units,

Lq= \/‘”’T’” (K2de + KiHo) (7.1)
Parameters in Equation (7.1) are shown in Figure 7.7. K is hydraulic conductivity above the drains and
K, is hydraulic conductivity below the drains. Homogenous systems assume K = K; = K,. H,, is the height
of the water table midway between the drains (m), and H, is H,,/2 or the average height of the water
table above the drain (m). The equivalent depth, d. (m), accounts for convergent flow toward the drain
(refer to Figure 4.17). As flow converges toward a drain, flow is no longer horizontal but acquires a
longer flow path with greater head loss required for the same volume of water flowing into the drain.
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Figure 7.7: Hooghoudt (1940)
parameters for estimating drain
spacing in steady state, flat surfaced
systems with a parallel drain network.

The greater head loss results in a higher water table elevation. In addition, greater head loss occurs with
a smaller wetted perimeter of the drain. To maintain the Dupuit’s assumption of horizontal flow,
Hooghoudt (1940) replaced the actual thickness to the impervious layer (D") below the drain, with a
smaller equivalent depth (d.), through which flow will travel to reach the drain. The higher flow per unit
area introduces additional head loss, which is equivalent to losses caused by converging flow lines.

The equivalent depth is dependent on the depth (D”) of the impermeable layer below the drains and the
radius of the drain (or drain and envelope material, ry). Hooghoudt (1940) published several tables for
common-sized pipes. As an example, Table 7.1 gives d. for ry= 0.1 m and incremental values of D"and
L4, using graphs provided in Figures 7.8 and Figure 7.9, or to use the following approximations.

A

D

de = — ——; for D"/Ly £ 0.31 (7.2a)
1+G(2.551n(a)—C)
d, = +; forD"/Ly>0.31 (7.2a)
(2.551n(a)—1.15)
Where
o ™\ 2
€=355-167-+2 (Z) (7.3)

The value of d. increases with D" until D" is approximately 1/4L,, after which d, remains relatively
constant. For depths greater than 1/4L,, little additional impact occurs on drain spacing as a result of
convergent flow toward drains.
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Since drain spacing (L,) is a function of equivalent depth, which is a function of drain spacing, the only
way to solve Hooghoudt’s equation is either use nomographs Van Beers (1979), to iterate manually via
trial and error, or to set up a solver in a spreadsheet application.

Table 7.1: Effective depths (d,) for various drain spacings (L,) and depths of impermeable layer
below drain (D") for a drain with an effective radius of ry = 0.1 m. Table adopted from the U.S.
Department of the Interior (1978) and uses D =D" and L = L.

Figure 7.8: Curves for determining Hooghoudt’s convergence correction for a drain radius of 0.6 ft,
metric units (Adopted from U.S Department of the Interior, 1978).
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Figure 7.9: Curves for determining Hooghoudt’s convergence correction for a drain radius of 0.6 ft,
English units. (Adopted from U.S Department of the Interior, 1978)

As an example, to find the depth to water table (/,,) basedon D" =5m, Ly=30m, ry=0.1m,
d. = (30/8)/{[(30-8*1.41)%/(8*30*5)] + (1/3.14)*In(30/(0.1*1.41))} = 2.38
The effective depth is more than 50% less than the actual depth, and agrees with Table 7.1.

Rearranging equation 7.2 to produce a quadratic equation using H,

2
2 (H)? + Ky Hy — 252 = 0 (7.3)

And the solution roots become,

_Kzde+j(sze)z+4(%)(R(L8d)z)

H, = a (7.4)

With depth to maximum water table surface calculated as,
I, =B—H, —D" (7.5)
Where B is the total thickness of the sediment.

Since the equivalent depth d. and the drain spacing L, are functions of each other, the problem is
iterative. However, one can and solve with the steps given below.

1. Determine/estimate hydraulic conductivity (K).
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Determine/estimate design storm recharge (R).

Set the elevation of the drain above the impermeable layer (D")

Assume a drain spacing (Ly) and drain radius (ry)

Calculate d, as a function of ry, D" and L,.

Solve H,, via a quadratic root

Solve forl,,=B—H-D"

Is the drain spacing reasonable to keep /,, below the critical water surface as determined in the

© N O Uk wWwN

preliminary analysis (section 7.3)?

Note that the solution is steady state and is not dependent on the initial water level. In addition, the
assumption of steady state, in essence, is very conservative as it assumes that the system is in
equilibrium with the design storm recharge.

Figure 7.10 illustrates Hooghoudt output using an iterative approach. For the example, the geologic
layer susceptible to failure is 20 ft thick and the critical water surface determined in the preliminary
analysis is land surface (/,, = 0.0 ft). In Figure 7.10a, drain location is at an intermediate depth (20 ft) and
hydraulic conductivity is allowed to vary. For equal drain depth, lowering K decreases drain spacing
considerably such that silty materials and till require drains of approximately 20 ft to maintain a water
table elevation below the critical water surface (/,, > 0). Such a tight drain configuration is likely not
feasible. In contrast, well sorted sands may not require drains. Figure 7.10b assumes a silty, fine sand
hydraulic conductivity and varies drain depth. Drain spacing decreases dramatically as drains become
increasingly shallow. Drains located at a depth of 18 ft may require drains at 100 ft increments, while
drains placed only 2 ft below land surface may require spacing on the order of 25 ft. Changes toward a
thinner geologic layer and/or higher recharge rate will reduce drain spacing more.

7.4.1.2 Slopes Less than 10°

Dupuit-Forchheimer (DF) assumptions state that groundwater movement is (1) parallel to the slope and
(2) horizontal. While the first DF assumption holds under most slope conditions, the second DF
assumption is only maintained for gentle slopes. Guitjens and Luthin (1965) conducted a complete set
of experiments to test solutions and determine under what conditions the DF assumptions break down
given steady state infiltration. Chauhan et al. (1968) and Childs (1971) suggest DF assumption 2 is
invalidated at slopes in the range of 8-10%. Luthin and Guitjens (1967) repeated their experiments for
transient conditions and found that flow to ditches, water table elevation, and the rate of water table
decline were independent of slope for slopes less than 30%. Likewise, Fipps and Skaggs (1989)
investigated steady-state drainage of hillslopes up to 40% and found that slopes less than 15% had little
effect on drain flow rates and water table depths in the center location between drains. For these
relatively shallower slopes, flat-surfaced assumptions can be maintained with little error

The U.S Department of the Interior (1978) defines a methodology for drain spacing valid for slopes less
than 10%. While drain spacing is assumed to not change for these slopes in comparison to horizontal
surfaces, the location of the first transverse drain can be computed by mapping the water table surface
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Figure 7.10: Examples of Hooghoudt calculated minimum depth to water table (/,,) assuming a
recharge rate of 0.161 ft/d, and drain diameter r,= 0.3 ft, (a) drain depth set to 10 ft below land
surface and hydraulic conductivity is varied (b) hydraulic conductivity set to equal a silty, fine sand
and drain depth varied. Water table elevations rise above land surface when /,,< 0 m, and surpasses
the estimated critical surface.
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with graphical techniques. To illustrate the graphical procedure, Figure 7.11 gives profiles based on
i/KS,f. h/SpL and X/L, where S, is the slope of the impermeable barrier, X is distance along the slope (L), L
is the total length of the slope (L), i = deep infiltration from irrigation (synonymous with recharge, R) and
h is the height above the barrier.

A design question could be asked as to where should the first drain be placed if drains are installed 2.44
m below ground surface and depth to maximum water table (/) is not to exceed 1.22 m? To
demonstrate, an example is provided with parameters defined as K=1.22 m/d, L =457 m, i =R = 0.00068
m/d (stead state), S* = 0.03 (land surface slope), S, = 0.27, aquifer depth at the top of the slopeis 7.32 m
and at the bottom of the slope is 5.94 m (refer to Figure 7.12). Therefore,

i R 0.00068

K_sg = K_sg = (1.22)(0.027)2 =076 (7.6)

From Figure 7.11, the water table surface for %: 0.76 lies just above the line depicting 0.75. Table 7.2
b

. h . . .
provides values for 1 for increasing values of X/L. From these normalized values, one can solve for X
b

and h knowing S, and L. For example, water levels at X/L =0, and % =0.76 produces an £:0.335.

b b
Solving, h = 4.13 m above the barrier. Given a barrier depth of 7.32 m at X = 0, the depth from land
surface of the water table is 7.32-4.13 = 3.2 m. At X=0, land surface is at 0 m and the depth to the
barrier is given as 7.32 m. Therefore, the depth from land surface to the water table surface is (0+7.32)-

4.13 = 3.2 m. This falls below the established 2.44 m for drain depth.

A follow-up question might be, at what distance from the up-gradient edge (X=0) does natural
groundwater flow force the water table to reach 2.44 m below ground surface? Referring to Table 7.2,

at X/L = 0.058, Sh—L=O.3885. Using X = 0.058*L = 0.058*457 = 26.5, and h = (0.027)(457)(0.3885) = 4.77 m,
b

and the depth to the barrier at Xys5m = 7.32 + 5,(26.5) = 8.03 m, the depth to the water table is close to

2.44 m. Therefore, no water will enter a drain placed between X =0 and 26.5 m at a depth of 2.44 m

below land surface. When the water table reaches 2.44 m depth at X=26.5 m, it is the same effect as

placing a drain at this location, and is treated as a virtual drain.

To maintain a minimum depth to land surface of 1.22 m, which corresponds to a maximum height above
the drain elevation (H,,) of 1.22 m, the steady-state Hooghoudt method for flat surfaces will suffice for
slopes up to 10%. Again, the approach is iterative, since drain spacing L, depends on the effective depth
d., and d. is dependent on drain spacing. The steps are as follows:

Assume a drain spacing (Ly) of 300 m as an initial guess.
Drain spacing begins where the water table reaches 2.44 m depth, or X=26.5 m.

3. Since the slopes for land surface and barrier are not equal, it is necessary to calculate an average
thickness (Bayg) of the aquifer between X=0m and X = L;+26.5 m =326.5 m: B, =7.32 - 0=7.32
m and Bszs.5 = (7.32+5,(326.5)) — (0+5,(326.5) =6.38 m. Therefore Bg,y = 6.85 m.

4. The average depth below the drains is the average thickness of the aquifer less the depth that
drains are place (2.44 m). DAm,g =6.85—-2.44=4.41 m.
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(a)

(b) X
L

Figure 7.11: Water table profiles on sloping barriers for (a) %g 0.25 and (b) O.ZSS%S 1.25.
b b

(adopted from U.S. Department of the Interior, 1978). Deep infiltration (i) is synonymous with
recharge R.
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Table 7.2: Water Table Surface for %:0.76 obtained from Figure 7.11b and parameter values for

b

given example (L =457 m, S, = 0.27)

Graphical Actual
X/L h/S,L X h
0 0.335 0 4.13
0.05 0.38 22.85 4.69

0.058  0.3885 26.506 4.79
0.1 0.425 45.7 5.24

0.15 0.46 68.55 5.68
0.2 0.496 91.4 6.12
0.25 0.528 114.25 6.51
0.3 0.555 137.1 6.85
0.31 0.56 141.67 6.91
1 0.78 457 9.62

The effective depth d. is calculated using equation 7.2a since D"/Lg < 0.31. For this example,
assume a drain radius of 0.183 m, and d. computes as 4.14 m.

Iterate until Ly defining d. (equation 7.2) produces an equal Ly in equation 7.1.

The final Ly = 287.5 m. Since slopes are less than 10%, it is assumed that L, = Lycos(S,), or the
that drain spacing is essentially the horizontal distance of the drain. Drain length begins where
the water table first reaches 2.44 m below land surface, or X = 26.5 m. Therefore the drainis
placed at 314 m from X=0.

For another example, a surface water body at the end of the slope has an elevation of 13.7 m at X =457

m which is a distance of 143 m from the drain. The maximum water level between the drain and the
water body is estimated to occur at the mid-point, or X = 314 + (143/2) =385.5 m. The height of the
water table at this location is estimated with the following procedure,

1.

© N O U kW

Ground surface elevation at the mid-point between the drain and water body is (385.5*%0.03) =
11.6 m.

The depth below land surface for the barrier mid-point between the drain and surface water
body is 7.32+(314+71.5)(0.03) = 17.7 m

The drain elevation at X=314 m is (314*0.03)+2.44=11.9m

Average elevation between the drain and surface water body = (13.7+11.9)/2=12.8 m
D'=17.7-12.8=3.9m

d.=3.5m

Using equation 7.1 solve for H,, such that Ly =143 m.

H,, = 0.39 m and the water table is located at 12.8-0.39=12.4 m
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9. Depth to water table surface is 12.4-11.6 = 0.81 m, which is less than the design minimum of
1.22 m.

Results are plotted in Figure 7.12. Graphically one can see that a single drain cannot maintain water
levels 1.22 m below ground surface past X = 370 m based on the surface water boundary condition.
However, the single drain, under steady-state conditions, can reduce seepage along much of the slope
compared to the no-drain scenario. The inundation of water in the lower slope may be too little to
cause slope failure, but if not, then an additional drain may be installed. It should be noted, that in all
situations, the constant head boundary condition at the toe of slope will not allow the water table to be

lowered to 1.22 m in its immediate vicinity.

Figure 7.12: Analytically derived water table profiles under steady state conditions with and without
a transverse drain.

7.4.1.3 Influence of Recharge and Hydraulic Conductivity on Drainage Design (all slopes)
Lesaffre (1987) demonstrated that under steady-state infiltration the influence of slope on drainage is

determined by a single factor (o),

R
Sp(1—

_ (1) (7.7)
2,/R/K
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Where S}, is the barrier slope (L/L), R is the recharge rate (L/T) and K the saturated hydraulic
conductivity (L/T). The shape of the water table surface is related to g, with shape changing at the
critical value of o= 1. For o< 1, part of the flow to the drain is upslope. For 02 1, flow to the drain is
only downslope. Lesaffre (1987) demonstrated that the ratio between steady-state drain spacing in a
sloped surface (Ly;) and a horizontal surface (Lg) is directly related to o. For values of o< 1, Ly /L, is
nearly 1, and the effect of slope is negligible. For 0>1, L;;/L, increases such that slope and the ratio of
R/K become important on drain spacing (Figure 7.13).

Figure 7.13: Impact of slope on drain spacing as described by Lesaffre (1987).

The functional relationship of equation 7.7 is plotted in Figure 7.14. gincreases with increased slope,
and also increases with a decreased ratio of recharge to hydraulic conductivity (R/K). The ratio of
recharge to hydraulic conductivity is a means to assess the ability of the system to transmit available
water to mitigate large fluctuations in water level. For example, systems with low recharge and
conductive geologic materials will produce a very low ratio indicating system capable mitigating large
water table fluctuations and the spacing between drains will increase. In contrast, systems with large
recharge volumes and low conductive materials produce a large R/K ratio to indicate a system are more
susceptible to increased water table elevations. Figure 7.14 shows that for a given slope, gincreases
only minimally as the ratio of R/K decreases. Only at very low ratios of recharge and hydraulic
conductivity at which gincreases at a substantially faster rate, with steeper slopes showing producing
larger increases in gthan shallower slopes.
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For example, Figure 7.145 shows that a slope as low as 5% and an R/K = 0.0001 will produce o= 2.5.
Figure 7.13, this equates to a Lj; /L= 2.5. Therefore, at a slope of 5% drain spacing can be 2.5 times
greater than for a flat sloped surface. In contrast, a slope of 20% and a system with either much larger
recharge or much less ability to transmit recharge (e.g. R/K = 0.01) will produce o< 1.0 and drain spacing
is not impacted by the steep slope.

Figure 7.14: Influence of R/K and slope on g, as defined by equation 7.7.

Lesaffre (1987) presents the following estimate of drain spacing dependent on slope given steady-state

infiltration,

- Ky 8Kde (K 1\ (g2
Y = HmJ4R e (5-1) s (7.8)
Where d. is the equivalent depth calculated by equation 7.2. Equation 7.8 reverts to Hooghoudt

equation 7.1 when S, = 0. As an example, Figure 7.15 plots Ly vs Ly; given K=1.0 m/hr, R =0.002 m/hr.
For S, =0.01, 0=0.11 and consequently Ly, is approximately equal to L,. Drain spacing then increases

with increased slope for 5,2 0.1

The implications of Lesaffre’s (1987) work, is that flatter surfaces require drains to be closer together,
and in this essence, represent the most conservative approach to drain design.
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Figure 7.15: Drain spacing on
a sloped surface (Ly;)
compared to a flat surface (Ly)
for different slopes. Red
dashed line represents 1:1
line.

7.4.2 Transient Solutions

Slope failure is generally caused by rapid increase in water levels (pore pressures) that cause instability,
and are typically not a function of steady-state recharge conditions. Graphical methods for flat surfaces
(U.S. Department of the Interior, 1978) and semi-analytical methods for sloping surfaces (Skukla et al.,
1990) are presented. In all cases, drain design is limited to parallel, equally spaced, transverse drain
layouts.

7.4.2.1 Flat Surfaces

The U.S. Department of the Interior (1978) method for computing drain spacing is based on maintaining
dynamic equilibrium in water levels below a specified water level. The approach was developed for
irrigation systems, not for maintaining slope stability. Figure 7.16 shows curves for estimating drain
spacing based on if the drain is situated directly on the impervious surface or some height above this
surface. Axes represent normalized dimensionless parameters with parameters defined within the
figure.

To illustrate the use of Figure 7.16, an example is modified from U.S. Department of the Interior (1978)
given a drain situated above the impermeable layer, and assuming D"= 6.7 m (22 ft), the depth of the
drainis 2.4 m (8 ft), and drain spacing Ly = 442 m (1,450 ft). As an example, if one wishes to keep the
maximum water table surface 1.2 m (4 ft) below ground surface, then Hp=2.4m-1.2 m=1.2 m (4 ft).
Hydraulic conductivity is 3.05 m/d (10 ft/d) and assumed uniform with depth. Use Figure 4.16 to
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Figure 7.16: Curves showing relationship of parameters needed for drain spacing calculations using
the transient flow theory presented by U.S. Department of the Interior (1978) for flat surfaces.
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estimate S, from hydraulic conductivity, S, = 0.18. The effective depth d. is then found using equation
7.2, which equals 6.1 m. The approach will use the effective depth in place of actual depth (D”) in the
calculation of D’, such that D.” = d.+yo/2.

The problem is initiated by assuming that initial water level (y,) begins at the maximum allowable
height, or 1.2 m above the drains and the system is first modeled through its dry period. Recharge
events are then added throughout the wet period to test if the system rebounds over the maximum
allowable height. Table 7.3 provides calculations.

Assume maximum allowable water table elevation at the beginning, yp=1.2 m
The dry period is 233 days with no recharge. This is divided into two periods of 117 days and 116
days, respectfully.

3. First stress period: D,’ = yo/2 + 6.1 m = 7.3 m; KD,'/S,L4* = (3.05)(7.3)*117)/(0.18)(442)2 = 0.0742.
From Figure 7.16, this corresponds to a y,/y = 0.575. Knowing y,, y is calculated as 0.69 m.

4. Second stress period: this stress period occurs during the dry period and there is no recharge.
The initial water table height (y,) equals the water table height at the end of the last stress
period. Y=0.69. D, =6.1+0.69/2 =6.45m, KDe'/SyLd2 =0.0695 and from Figure 7.16, y/y, = 0.59
such that the water level at the end of the dry season is 0.407 m above the drains.

5. Third stress period: First recharge event occurs with 0.0252 m assumed to occur
instantaneously. The water table build up is 0.0252 m/0.18 = 0.14 m, and the initial water table
height is the water table height at the end of stress period 2 plus the recharge, or 0.407 + 0.14 =
0.547 m. Computation of D’, KDe'/SyLdZ, v/yoand y are done similar to step 3 and 4.

Table 7.3: Calculation of water table fluctuation (in meters) with a drain above the barrier layer.
(Example modified from U.S. Department of the Interior, 1978).

Stress

peroid rec(l::)rge time (d) t?:]:l(‘:) \A:‘leﬁl)d Yo(m) D' (m) KD't/S\,Lz Y/y0 y (m)
(d)
1 0 117 0 1.200 6.71 0.0730 0.575 0.690
2 0 116 117 0.690 6.45 0.0695 0.590 0.407
3 0.0252 45 233 0.14 0.547 6.37 0.0267 0.870 0.476
4 0.0252 25 278 0.14 0.616 6.41 0.1490 0.958 0.590
5 0.0252 20 303 0.14 0.730 6.47 0.0120 0.978 0.714
6 0.0252 14 323 0.14 0.854 6.53 0.0085 0.985 0.841
7 0.0252 14 337 0.14 0.981 6.59 0.0086 0.985 0.967
8 0.0252 14 351 0.14 1.107 6.65 0.0087 0.985 1.090
9 0.0252 365 0.14 1.230
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Successive stress periods are treated in the same manner. At the conclusion of the last recharge event,
the water table surface is at 1.23 m above the drains, or approximately the maximum allowable height.
Therefore, a drain spacing of 442 m maintains water levels in dynamic equilibrium. Figure 7.17 displays
calculated water levels over time using the U.S. Department of the Interior (1978) transient-step
approach, assuming a flat surface. As mentioned above, this approach was developed for agricultural
systems, not slope stability problems. In this light, it is recommended to use these equations only as a
first cut of maximum drain spacing at the end of a fan array.

Figure 7.17 Height of the water table above drains (y) over time for the example problem provided
in Table 7.3. (modified from U.S. Department of the Interior, 1978)

The equations presented also allow the designer to compute the time to drop the water table a certain
amount for a given drain spacing, or the drain spacing to drop the water table a given amount over a
specified period of time.

To demonstrate, the example is K= 3.05 m/d, D =6.1 m, depth to the drain y,= 2.7 m, S, = 0.07 and
existing drains are 91 m apart. Assume drain radius is 0.183 m. If the water table is at land surface att =
0, how many days will it take for the water table to drop 1.2 m below ground surface?

To solve, the effective depth d. = 4.4 m is computed from equation 7.2. Therefore D,’ = 4.4+2.7/2=5.75
m. The ratio of y/y, = 1.2/2.7= 0.44, which gives 0.096 for KDe’/SyLdz from Figure 7.16. Now it is possible
to solve for t.
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L= 0.096SyL%  0.096(0.07)(91)%

KDL = (0305)(5.7%) = 31.8days (7.9)

It takes nearly 32 days for the water level to recede from land surface to a depth of 1.2 m given a drain
spacing of 91 m. If one wants to drop the water table the same amount, but in only 10 days, then one

solves for Ly. However, as with steady state solutions, d. and D.” are dependent on Ly and iteration must
be done to solve for L,. To solve,

1. |Initial guess of L;=70m

2. D'/Ly=6.1/70 = 0.08, therefore use equation 7.2a and d. = 4.18 m.
3. Calculate D,”. =4.18 + (2.7/2) =5.53 m
4

Compute KDet using t = 10 days. For Ly;=70 m, KDet - 0.049
SyLq SyLa
5. Compare with graphical value of IS{DLet =0.096 given yy/y = 0.44. 0.049<0.096, therefore Ly must
yld

be lowered.
6. Final iteration, Ly=47.6 m."

To decrease the time of drainage by 1/3, it is necessary to decrease spacing of drains by over 47% given
K=0.305m and S, =0.07. Drain spacing required to lower the water table 1.2 m for different time
intervals and for changes in Kand S, are plotted in Figure 7.18, and tabulated in Table 7.4. With
decreases in K, drain spacing must be significantly reduced to lower the water table for equivalent
periods of time compared to systems with large hydraulic conductivity. Likewise, increasing S, will force
Ly to significantly smaller values.

Table 7.4: Drain spacing, Ly (meters) required to lower water table elevations 1.2 m in time t for
various values of S, and K.

S, 0.07 0.07 0.07 0.01 0.2
K, m/d 0.305 3.05 0.035 0.305 0.305
td Ly, m Ly, m Ly, m Ly, m Ly, m
32 91.0 316.4 24.1 262.4 50.9
20 71.0 247.3 18.1 205.0 38.7
10 47.6 171.4 11.7 141.6 25.5

5 31.6 118.0 7.5 97.0 16.6

1 11.7 47.7 2.7 38.7 5.9

0.5 7.5 31.6 1.8 25.5 3.8

0.1 2.7 11.7 - 9.3 1.5

! lteration can be either manual, or use solver capabilities in many spread sheet application. For example, the
Excel add-in Solver allows one to set up an objective function (e.g. error between graphical value and computed
value) in which Ly is changed until objective function is minimized.
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Figure 7.18: Drain spacing, L,, required to
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7.4.2.2 Sloping Surface - Maximum Water Levels and Rates of Decline

Analytical, numerical and experimental solutions for drainage given unsteady-state conditions abound
for flow regimes where parallel ditches penetrate to an impermeable layer, or a covered drain lies on
the impermeable layer. Luthin and Guitjens (1967) obtained a transient solution for drainage on sloping
surfaces using a Hele-Shaw model and concluded that slopes less than 30% can be treated as a flat
surface. Chauhan et al. (1968) used an analytic solution to a linearized Boussinesq equation, an
analogue computer solution as well as experimental solutions from a Hele-Shaw model to solve several
solutions for unsteady drainage in sloping lands with a variety of boundary conditions, but slopes were
limited to less than 8% and limited to the rate of fall (no recharge) of the water table surface. Ram and
Chauhan (1987a) also used a linearized form of the Boussinesq equation to solve for a transient solution
but allowed steady rate of recharge, and then added an exponential recharge function over time (Ram
and Chauhan 1987b).
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Skukla et al. (1999) uses a combination of explicit and implicit difference methods to numerically solve a
nonlinear Boussinesq equation for slopes 0-70% to investigate the rate of water table fall after a rain
event. Results compared well to experimental solutions provided by Luthin and Guitjens (1967),
Chauhan et al. (1968), and the finite difference solutions of Moody (1966) for partially penetrating
drains in a horizontal aquifer. Shukla et al. (1999) assumes that boundary conditions are defined by
antecedent vertical recharge, in which the water table rises uniformly to a vertical height of HY, (parallel
to the impermeable layer), and then solves for transient head based on drawdown over time between
two drains (h(x,t)). Numerical solutions are presented graphically using dimensionless parameters
similar to the flat-surface solution in section 7.4.2.1. With parameters defined in Figure 7.19. Figure
7.20 provides a dimensionless form of maximum water table height (h,,/H3,) versus a dimensionless
time function incorporating S,, K and drain spacing (L,) for slopes equal to 10%, 30%, 50% and 70% and
different depths of the impermeable layer (m = 1.0, 0.8, 0.4, 0.2 and 0.1), where h,, is the maximum
water table height at time t.

Note that Skuka et al. (1999) assumes a rise in water level has already occurred to some known height
and calculated the time and location of the maximum water level over time between two drains.
Necessary parameters include, (1) the time required to lower the water table elevation to maintain
stability, t, (2) a measured or assumed value for hydraulic conductivity and specific yield, K & S,, (3) the
water table elevation prior to a design storm, and (4) the water table elevation following a design storm
(D¥).

Figure 7.19: Parameters for sloping surface given transient drawdown and drains lying above an

impermeable Iayer. (Reprinted from Journal of Irrigation and Drainage Engineering, 116(1), Shukla, K.N., H.S. Chauhan, and V.K.
Srivastava, Finite Difference Solution of Boussinesq Unsteady-State Equation for Highly Sloping Lands, pp 107-113, 1990, with permission from
American Society of Civil Engineers.)
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Figure 7.20: Dimensionless curves of maximum water table height with respect to time for slopes of

(a) 10%, (b) 30%, (C) 50% and (d) 70%. (Reprinted from Journal of Irrigation and Drainage Engineering, 116(1), Shukla, K.N.,
H.S. Chauhan, and VK. Srivastava, Finite Difference Solution of Boussinesq Unsteady-State Equation for Highly Sloping Lands, pp 107-113,
1990, with permission from American Society of Civil Engineers.)

To solve drain spacing (L,) perform the following steps:

Assume a drain depth with respect to peak water level HY,
Calculate the ratiom = HY,/D*, where D* is height of maximum water table elevation above
the impermeable surface.

3. Calculate the y-axis in Figure 7.20, h,,/HJ,, such that h,, is the maximum height of the water
table for which stability of the slope is maintained.

4. Find the intersection of the calculated h,,/H2, and curve choice m, and trace back to the x-axis.
KBt
2

Solve for drain spacing L, for given value of x-axis, "
ytd
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To illustrate, an example similar to that presented in section 7.4.11 and Figure 7.10 is provided in which
the thickness of the geologic layer is 20 ft, but now has a slope of 30%.

e |tis assumed that the time required to sufficiently lower the water table during a large storm is
0.5 days.

e Hydraulic conductivity and specific yield are set to 1.0 ft/d (silty, fine sand) and 0.1, respectively.

e |tis assumed that a design storm will force the water table to flood the system such that water
rises above land surface. For convenience, let’s assume the water table rises 1 foot above land
surface, or D* = 21 ft.

e Assume m = 1.0, then this signifies the drains are located on the impermeable layer.

e The drains must lower the water table below land surface. Therefore the y-axis h,, /HS, = 20/21

=0.95.
KBt

e Trace the y-axis to the m= 1.0 curve and follow the x-axis. The x-axis is in a log-scale. , o is
ytd

approximately 0.04.

e SolveforL; = KD*t/004S =51 ft
\j oy

These results indicate a reduction in drain spacing by approximately half compared to the Hooghoudt
example given in Figure 7.10b.

Figure 7.20a shows curves for a 10% slope. As the value of m increases (depth below drains to barrier
decreases), than the water table declines at a slower rate with time. The rate of water table decline is
slowest when the drain is placed directly on the barrier (m = 1.0). When slope is increased to 30%

KBt - 0.4. At
SyL?

(Figure 7.20b), decline is slowest when m = 1.0, and no water table decline is seen beyond

50% slope, no further water table decline is seen for m = 0.1 at the dimensionless time parameter
equaling 0.2. For a 70% slope, water table fluctuations of h,,/HZ, = 0.8-0.9 are seen for time parameters
less than 0.1 given m = 0.8 to 1.0.

For flat surfaces, the water divide, or the location of the highest water level surface, is located at the
midpoint between drains and does not change with time. In the case of sloping systems, the water
divide is a function of time, moving from its initial location near the upper drain and toward the lower
drain. With increased slope, the movement of the divide toward the lower drain occurs more rapidly
(Figure 7.21a). The values of maximum height of the water table are given in Figure 7.21b. The value of
the highest water table elevation varies at a faster rate for lower slopes, moving toward a maximum
distance of 0.65 of the drain span. For higher slopes, the value of the highest point of the water table
varies more slowly, and its location shifts closer to the lower drain to a distance of 0.9 L.
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Figure 7.21: (a) Dimensionless time of maximum water table height, and (b) dimensionless height of

maximum water table of at various distances for different slopes. (Reprinted from Journal of Irrigation and

Drainage Engineering, 116(1), Shukla, K.N., H.S. Chauhan, and V.K. Srivastava, Finite Difference Solution of Boussinesq Unsteady-State
Equation for Highly Sloping Lands, pp 107-113, 1990, with permission from American Society of Civil Engineers.)

7.4.3 Limitations of Analytical Approaches

Analytical solutions require several limiting assumptions that are not applicable to most slope stability
problems. While simplified geology and steady-state conditions are readily solved via analytical
approaches, spatial and temporal distributions of water levels as a function of variable recharge are not
explicitly calculated. Transient approaches for flat systems are presented that can give estimates of
drain spacing as a function of variable recharge. Transient solutions for sloping surfaces are more

159

——
—



difficult to apply and in general, slopes less than 30% can be treated as flat. In addition, the transient
approaches presented only track the receding water table after peak water levels are obtained. No
recharge is modeled.

Perhaps the most serious limitation to analytical approaches is that drain design is limited to drain
placement orthogonal to the slope. This is suitable for irrigation practices, but is not practical for slope
stability problems in which fan-drain arrays are more commonly applied. No analytical approach is
available to deal with fan arrays. Instead, numerical techniques are needed to test spatially complex
drain arrays, complex geology, and highly variable recharge.

7.5 Numeric Modeling Approach to Drainage Design

Recognizing the limitations of analytical approaches discussed above, numerical modeling with
MODFLOW is necessary to evaluate the complex hydrogeologic conditions associated with many typical
applications for horizontal drains. The following approach considers two generalized types of slope
failure mechanisms - translational and rotational failures. Generic, or idealized, sites are presented for
each failure scenario to serve as templates for site-specific modeling or to directly guide drainage
design. Modeling results will look at important controlling features of drainage design, with emphasis
on drain length, spacing, and elevation, as well as sensitivity of design to site characteristics of recharge,
hydraulic conductivity, specific yield and drain efficiency. Proper communication between groundwater
model results and geotechnical analysis are outlined for the most efficient drainage design. For an
introduction to slope stability analysis or groundwater modeling, refer to chapters 2 and 6, respectively.

7.5.1 Hydraulic Soil Properties
Hydraulic soil properties are adjusted over applicable ranges to ascertain what types of soils are most
influenced by specific drain configurations. Table 7.5 outlines the 12 soil types investigated.

7.5.2 Translational Failure (Site D)

7.5.2.1 Site Description

Site D is modeled using the topography shown in Figure 7.23. The slope is relatively uniform from the
ridge crest to the base of the slope at approximately 28% (16°). The hypothetical subsurface conditions
have been assumed to be a simple two-layer system, with the contact between these layers being
coincident with slope. Layer 2 is a 20-ft-thick permeable layer that overlies a low permeability unit
(layer 1). For modeling purposes, the lower unit is assumed to be impermeable.
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Table 7.5: Twelve soil types considered based on hydraulic properties of horizontal hydraulic

conductivity (K,, ft/d), specific yield (S,, dimensionless) and the ratio of horizontal to vertical hydraulic

conductivity (VKA, dimensionless).

Hydraulic Parameter
Soil KX Sy VKA General Soil Description
- - — S
1 0.1 0.01 1 silt, sandy silt, clayey ;and or till Wlth very low storage (1%) and
isotropic conditions
- - - 5
2 1 0.01 1 silty sands and flne. sands_ with very low storage (1%) and
isotropic conditions
- - 5
3 10 0.01 1 well sorted sands, gIaC|.aI outwash Wlt_h_ very low storage (1%)
and isotropic conditions
silt, sandy silt, clayey sand or till with average storage (10%)
4 0.1 0.1 1 . . "
and isotropic conditions
silty sands and fine sands with average storage (10%) and
5 1 0.1 1 : . o
isotropic conditions
well sorted sands, glacial outwash with average storage (10%)
6 10 0.1 1 - . "
and isotropic conditions
- - — S
7 0.1 0.01 10 silt, sandy silt, clayey sgnd or t_||| with very low storage (1%) and
anisotropic conditions
- - - S
8 1 0.01 10 silty sands and fine ;ands Wlth ver_y_low storage (1%) and
anisotropic conditions
- - 5
9 10 0.01 10 well sorted sands, gIaC|a_I outwgsh Wlth very low storage (1%)
and anisotropic conditions
- - — 5
10 0.1 0.1 10 silt, sandy silt, clayey sa_nd or t|_|| with average storage (10%)
and anisotropic conditions
- - - 5
11 1 0.1 10 silty sands and fine sgnds Wlth average storage (10%) and
anisotropic conditions
- - 5
12 10 0.1 10 well sorted sands, gIamaI_outwa_sh with average storage (10%)
and anisotropic conditions

7.5.3 Design Storm

The design storm is defined as a 100-year, 24-hour rain event. For a generalized version of site D, the

assumptions made include: CN = 80, total precipitation = 9 inches and storm distribution is type IA. The

resulting recharge during a 24-hour event is shown in Figure 7.22. Sensitivity of drain design to the CN,

total precipitation and storm type are discussed in the section 7.4.3.6.4 for translational failure.

7.5.3.1 Model Domain and Conceptual Model
The model domain encompasses the entire watershed to eliminate the need to designate water flux

across boundary conditions (Figure 7.24). Water entering the system is assumed to only occur from

precipitation, with all water flowing toward the watershed outlet at the lowest elevation. Figure 7.25

shows the MODFLOW grid placement in plan-view and a cross section of the model along d-d’. Cell size
is 5 ft by 5 ft and a single homogenous unit is modeled at 20 ft thick. The model grid is orientated 27° so
that modeled rows run parallel to the slope.

161

——
—



0.80

0.70

0.60

0.50

0.40

0.30

Recharge (ft/d)

0.20

0.10

0.00
0 0.2 0.4 0.6 0.8 1 1.2

Days

Figure 7.22: 24-hour 100 year recharge for CN = 80, total precipitation = 9 inches and type IA storm.

(a

(b)

Figure 7.23 Site D topography for translational failure (a) hill shade, (b) cross sectional profile of land
surface from D-D’.
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(a) (b)

Figure 7.24: (a) Site D topographic map showing land surface elevation at 5 ft intervals. Gray circle
represents watershed outlet, while thick black line delineates the watershed. (b) A surface map
showing elevation in color scale and the watershed boundary given as a white line.

7.5.3.2 MODFLOW-NWT

In order to model water levels for the thin geologic layer for translational failure it is necessary to use
MODFLOW-NWT. MODFLOW-NWT contains the newest USGS numeric solver (Niswonger et al., 2011)
and maintains numeric stability during the wetting and drying of model cells. MODFLOW-NWT contains
two input files not previously used by MODFLOW. The GUI interface, Groundwater Vista (GWV), will
automatically convert the MODFLOW LPF package into the UPW package and no changes are explicitly
required by the user. The NWT solver package, however, must be designated by the user with only a
few NWT input parameters changed from their default status. Parameter changes are listed below, and
a tutorial is provided in Appendix B on how to assign these parameters in the GWV platform.

e OPTION = COMPLEX replaces OPTION = MODERATE: This changes default parameters to those
best describing very non-linear models. While “moderate” may describe steady state scenarios,
large recharge rates over short stress periods during the design storm will require the complex
default parameters.

e |BOTAV = a flag that indicates whether corrections will be made to groundwater heads relative
to the cell-bottom elevation if the cell is surrounded by dewatered cells. A value of 1 means a
correction will be made, while a value of 0 means no correction is made. The designation is
problem specific. Tests for this problem found that a value of 1 is desirable.

e  FLUXTOL = this is the maximum root-mean-squared flux difference between outer iterations for
the solution of the nonlinear problem. Units are in length cubed per time. This value is lowered
from 100 to 1 ft3/d. If mass balance errors still occur, then FLUXTOT needs to be lowered
further.
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Figure 7.25: Model grid Site D with (a) plan view showing modeled grid (purple box), active cells in
color scale of assigned land surface elevations, rotated x-y axis and cross section d-d’. Cell
dimension is 5 ft by 5 ft. (b) Cross section d-d’ depicting single layer model (thickness of layer is 20
ft) as well as no flow cells and specified head cells. Recharge is applied evenly across modeled
domain. (c) Four-layer model used to test anisotropy (VKA) on drain design where VKA = K,/K,.
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e MAXITEROUT =is the maximum number of iterations to be allowed for solution of the outer
(nonlinear) problem. This is increased to 3000, so that a solution has adequate time to
converge.

e BACKFLAG =is a flag used to specify whether residual control will be used. A value of 1 indicates
that residual control is active. A value of O indicates it is inactive. Experimentation found that
solution convergence is best achieved if set to a value of 1.

7.5.3.3 Geotechnical Parameters and Preliminary Slope Stability Analysis

Slope stability analysis was carried out using XTABL slope stability analysis software, using limit-
equilibrium methods. In order to accommodate the translational failure mode, Janbu’s method was
used in analyses. The results of the factor of safety calculations were confirmed using Spencer’s method
for a few cases. Both methods provided near identical results as expected.

Figure 7.26 indicates cross section d-d’. Layer 1 and 2 are two soil layers. Layer 2 soil properties are,
friction angle is 35°; cohesion is zero; unit weight is 120 pcf and saturated unit weight is 125 pcf. Higher
strength parameters were assumed for Layer 1 to ensure the translational failure of soil along Layer 1.
Its properties are, friction angle is 55° a; cohesion is 4000 pcf; unit weight is 140 pcf and saturated unit
weight is 145 pcf. The defined translational failure surface is shown in Figure 7.26.

340

320 1
300 |
280 |

260 -

Elevation (ft)

240 Defined-failure-Surfacef]

220 1 Layer 1

200

350 300 250 200 150 100 50 0
Distance (ft)

Figure 7.26: Location of translational failure surface for a typical cross section of site D when the
water table surface is located at ground surface (fully saturated) and no drains are installed.
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The initial analysis was carried out when the water table is on the top surface of Layer 2 as shown in
Figure 7.26. The factor of safety (FOS) was calculated using three methods: simplified Janbu, Spencer
and Plane translational slip. Resulting FOS are provided in Table 7.6 and show that calculations are
similar. The critical water level surface is defined as that water table elevation for which slope failure is
likely to occur (FOS = 1.0). For site D, the critical water level for slope failure given a soil unit 20 feet
thick is approximately ground surface.

Table 7.6: FOS using different analysis methods for site D, translational failure and no drains

installed.

Analysis Method FOS
Simplified Janbu 0.972
Spencer 0.972

Plane translational slip

. . 1.031
(by using equations)

7.5.3.4 Drain Configurations

Thirteen separate drain arrays test design strategies on effectively lowering water levels below a critical
water level to promote slope stability. Short length drains extend over the lower slope toe, medium
length drains extend the entire slope toe, while long length drains extend from the base of the toe to
the upper slope reaches. Short drains are assumed to have an angle (from the horizontal) of 5 degrees.
Medium and long drain angles are adjusted so that the entire drain falls within the upper and lower
elevations of the soil unit. On average, medium length drains require a 10 degree angle. Long length
drains require al6 degree angle from horizontal to avoid intersecting the underlying bedrock (or
confining unit). Figure 7.27 shows a cross section with an example of a long, medium and short- length
drains. Drain spacing is designated as wide (fan angle is approximately 24°), medium (fan angle = 12°)
and narrow (fan angle = 6°). Each spacing category represents a near doubling in the number of drains.
Four drain configurations are also investigated that combine different length drains. Drain specifications
for site D are provided in Table 7.7 and illustrated in Figures 7.28 to 7.40.

Drain conductance is calculated by defining drain length, surface area and hydraulic conductivity. Drain
hydraulic conductivity (Kg, ft/d) is assumed equal to surrounding geologic material. A test of model
output sensitivity to K, is discussed in the section on sensitivity analysis (section 7.5.3.6.4)
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Figure 7.27: A cross section show examples of long, medium and short length drains for site D. The
upper slope and the slope toe are marked for reference.

Table 7.7: Drain specifications for site D.

Drain General Description Num of Approx. Len. Tot. Len. Angle
Array Length Spacing Drains ft per drain ft Fan, deg. Horiz., deg
1 short wide 4 50 220 24
2 short medium 9 50 497 12
3 short narrow 18 50 987 6
4 medium wide 4 130 487 24 10
5 medium medium 9 130 1,042 12 10
6 medium narrow 18 130 2,047 6 10
7 long wide 4 90-325 902 24 16
8 long medium 9 60-325 1,757 12 16
9 long narrow 18 50-327 3,492 6 16
10 med/short wide 9 50-130 764.99 12 5/10
11 med/short medium 19 50-130 1583.3 6 5/10
12 long/short wide 9 50-325 1177.32 12 5/16
13 long/short medium 19 50-325 2304.34 6 5/16
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Figure 7.28: Drain array 1 in plan view. Contours represent land surface elevation and red lines
represent drain placement. Model cells are 5ft by 5ft.

Figure 7.29: Drain array 2 in plan view. Contours represent land surface elevation and red lines
represent drain placement. Model cells are 5ft by 5ft.
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Figure 7.30: Drain array 3 in plan view. Contours represent land surface elevation and red lines
represent drain placement. Model cells are 5ft by 5ft.

Figure 7.31: Drain array 4 in plan view. Contours represent land surface elevation and red lines
represent drain placement. Model cells are 5ft by 5ft.
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Figure 7.32: Drain array 5 in plan view. Contours represent land surface elevation and red lines
represent drain placement. Model cells are 5ft by 5ft.

Figure 7.33: Drain array 6 in plan view. Contours represent land surface elevation and red lines
represent drain placement. Model cells are 5ft by 5ft.
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Figure 7.34: Drain array 7 in plan view. Contours represent land surface elevation and red lines
represent drain placement. Model cells are 5ft by 5ft.

Figure 7.35: Drain array 8 in plan view. Contours represent land surface elevation and red lines
represent drain placement. Model cells are 5ft by 5ft.
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Figure 7.36: Drain array 9 in plan view. Contours represent land surface elevation and red lines
represent drain placement. Model cells are 5ft by 5ft.

Figure 7.37: Drain array 10 in plan view. Contours represent land surface elevation and red lines
represent drain placement. Model cells are 5ft by 5ft.
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Figure 7.38: Drain array 11 in plan view. Contours represent land surface elevation and red lines
represent drain placement. Model cells are 5ft by 5ft.

Figure 7.39: Drain array 12 in plan view. Contours represent land surface elevation and red lines
represent drain placement. Model cells are 5ft by 5ft.

173

——
—



Figure 7.40: Drain array 13 in plan view. Contours represent land surface elevation and red lines
represent drain placement. Model cells are 5ft by 5ft.

7.5.3.5 Analysis - No Calibration

A generalized model is constructed with no calibration or verification. All hydraulic parameters are
assumed, with no need to adjust hydraulic parameters to match water levels. This is an appropriate
approach if no observed water level data are available and allows one to make decisions based on
relative response to drainage design. If observed water level exists, however, then calibration methods
are recommended (see Appendix B for an example). Results look at the impact of different drain arrays
on lowering water table elevations for a range of hydraulic parameters. Reduced water table elevations
along cross section d-d’ are then used in the geotechnical analysis to evaluate if slope stability
requirements are met.

7.5.3.5.1 Steady State

Steady state conditions are run prior to transient simulations to establish possible thresholds of system
response based on hydraulic properties given no drains. Steady-state recharge is assigned a value of
0.005 ft/d. Water table profiles are provided in Figure 7.41 given a range of K, = 0.2 ft/d to 5 ft/d. K, =
0.1 ft/d is not shown, since the slope would be massively flooded. K, larger than 5 ft/d produce water
table elevations similar to K, = 5 ft/d. Even under steady-state recharge conditions, the system is
flooded for K, < 0. 5 ft/d, with flooding limited to the slope toe region for values of K, = 0.5 ft/d. FOS
values for each scenario are given in Table 7.8 and show that K, 20.5 ft/d are stable under steady-state
conditions with no drains, but failure may occur for lower K.
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Figure 7.41: Water table profiles for cross section d-d’ given steady state recharge and no drains. (a) K, =
0.2 ft/d, (b) = 0.5 ft/d, (c) 1.0 ft/d, (d) 2.0 ft/d and (e) 5 ft/d

Table 7.8 FOS of site D given steady-state conditions with no drains for
K.(ft/day) FOS . . .
various hydraulic conductivity (K,) values.

0.1 <1

0.2 <1

0.5 1.31
1 1.50
2 1.71
5 1.80
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7.5.3.5.2 Maximum Water Levels during 100-Year Event

Maximum water levels occur at different times within the basin as water moves down slope. To
simplify, the maximum water level is assumed to occur after maximum recharge intensity. This occurs
0.33 days into the 1-day storm event (recharge = 0.70 ft/d). Water level response to drains is discussed
in terms of soil type.

Silt, Sandy Silt, Clayey Sand (K, = 0.1 ft/d)

None of the horizontal drain arrays are efficient at reducing water levels below ground surface for soils
with low hydraulic conductivity (0.1 ft/d). Soils with isotropic conditions (VKA = 1) and a storage of 1%
are not drained quickly enough during large precipitation events for any of the drain arrays. Increasing
drain density, drain length or both cannot lower the water table below ground surface during very large
storm events. Horizontal drains placed in silt, sandy silt and clayey sand or till soils with larger storage
(10%) can lower water levels below land surface for much of the basin but the required number of
drains is large. Figure 7.42 shows depth to water level for §,=10% given all drainage scenarios tested (no
drains, drain arrays 1-13). Medium length drains at medium spacing (drain array 6) can effectively lower
water levels at the slope toe, but water levels remain above ground surface in the upper reaches of the
slope. Long drains of medium spacing can reduce water levels in the upper slope but fail to reduce
water levels in the slope toe (drain array 8). Drain array 13, which combines medium spaced long and
short drains, fails to reduce water levels completely below ground surface. One combining long and
medium drains can lower water levels completely below ground surface (not shown). Horizontal drains
in fine-grained materials, even with relatively large storage, are inefficient at lowering water levels, and
given the number and length of drains required, may not be economically feasible. Therefore for soils
with this range of hydraulic conductivity, horizontal drains would likely need to be used in conjunction
with other geotechnical techniques to improve slope stability. Assuming anisotropic conditions reduces
the ability of horizontal drains to lower the water table.

Silty Sands and Fine Sands (K, = 1.0 ft/d)

Soils with hydraulic conductivity on the order of 1 ft/d experience seepage (water levels above ground
surface) in the toe region of the slope. Seepage increases into the upper reaches of the slope if the
system is anisotropic. Water table depths below ground surface for isotropic conditions for all drainage
scenarios tested are provided in Figure 7.43 for S, = 10% and Figure 7.44 for S, = 1%. Silty or fine sand
soils with specific yield on the order of 10% are successfully drained with minimal drain placement.
While most drain configurations effectively maintain water levels below ground surface, it is drain array
1 (short length drains with wide spacing) found the most cost-effective given a total drain length of only
220 ft. Model results suggest that drain array 1 is effective to specific yields as low as 5%, below which
significant flooding at the slope toe can only be mitigated by increasing drain length and density. For
soils with very low storage, horizontal drains may not completely drain the basin to maintain water
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Figure 7.42: Water table depth below ground surface (ft) on day 0.35 (stress period 8) of the 100-year
24-hour precipitation event given hydraulic parameters K, = 0.1 ft/d, S, = 0.1 and VKA = 1, and (a) no
drains, (b) drain array 1, (c) drain array 2, (d) drain array 3, (e) drain array 4, (f) drain array 5 (g) drain
array 6, (h) drain array 7, (i) drain array 8, (j) drain array 9, (k) drain array 10, () drain array 11, (m) drain
array 12 and (n) drain array 13. Drains are represented as brown lines and contours are at 1 ft intervals.
Colored portions indicate water table is below ground surface, while white regions indicate seepage
caused by the water table rising above ground surface. Water table elevations predicted above ground
surface indicate groundwater seepage. Height above ground is correlated to seepage flux.
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Figure 7.43: Water table depth below ground surface (ft) on day 0.35 (stress period 8) of the 100-
year 24-hour precipitation event given hydraulic parameters K, =1 ft/d, S, =0.1 and VKA =1, and (a)
no drains, (b) drain array 1, (c) drain array 2, (d) drain array 3, (e) drain array 4, (f) drain array 5 (g)
drain array 6, (h) drain array 7, (i) drain array 8, (j) drain array 9, (k) drain array 10, (I) drain array 11,
(m) drain array 12 and (n) drain array 13. Drains are represented as brown lines and contours are at
1 ftintervals. Colored portions indicate water table is below ground surface, while white regions
indicate seepage caused by the water table rising above ground surface. Water table elevations
predicted above ground surface indicate groundwater seepage. Height above ground is correlated
to seepage flux.

180

——
—



(&) (h)

181

——
—



(m)

Figure 7.44: Water table depth below ground surface (ft) on day 0.35 (stress period 8) of the 100year 24-
hour precipitation event given hydraulic parameters K, = 1 ft/d, S, = 0.01 and VKA =1, and (a) no drains,
(b) drain array 1, (c) drain array 2, (d) drain array 3, (e) drain array 4, (f) drain array 5 (g) drain array 6, (h)
drain array 7, (i) drain array 8, (j) drain array 9, (k) drain array 10, (l) drain array 11, (m) drain array 12
and (n) drain array 13. Drains are represented as brown lines and contours are at 1 ft intervals. Colored
portions indicate water table is below ground surface, while white regions indicate seepage caused by
the water table rising above ground surface. Water table elevations predicted above ground surface
indicate groundwater seepage. Height above ground is correlated to seepage flux.
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levels below land surface. However, a combination of medium and short length drains with medium
spacing (drain array 11) lowers the water table the most of all drain arrays tested.

Anisotropy (VKA = 10) needs only be considered for soils with S, < 5%. For soils with larger storage,
drainage design remains the same as for isotropic conditions. As an example, Figure 7.45 shows that
water levels for S, = 0.05 can be held below land surface for a mixture of medium and short length
drains (drain array 11), but will experience appreciable flooding if S, = 0.01.

Figure 7.45: Water table depth below ground surface (ft) on day 0.35 (stress period 8) of the 100-
year 24-hour precipitation event given hydraulic parameters K, = 1 ft/d,VKA = 10 and drain array 11.
(@) Sy =0.01 and (b) S, = 0.05. Contours are 1 ft intervals. Colored portions indicate water table is
below ground surface, while white regions indicate seepage caused by the water table rising above
ground surface. Water table elevations predicted above ground surface indicate groundwater
seepage. Height above ground is correlated to seepage flux.
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Well Sorted Sands (K, = 10 ft/d)

Soils with hydraulic conductivity on the order of 10 ft/d and 10% specific yield can transmit water
quickly and mute large recharge events such that water levels do not exceed ground surface. Therefore
drains are not needed to lower water table elevations. With decreased storage, groundwater seepage
occurs in the toe region of the slope (Figure 7.46) and all drain arrays successfully maintain water levels
below ground surface in the region of cross section d-d’. However, drain array 2 (short length and
medium spacing) removes all seepage potential for the least linear foot of drain. Drainage design for
well sorted sands and gravels are not sensitive to anisotropy given VKA<25 (Figure 7.47). Water table
elevations are increased, but drain array 2 is sufficient in lowering water levels below ground surface for
much of the basin. For larger VKA it is necessary to increase length and density of drains, with no drain
array tested able to lower water tables below ground surface given VKA>50.

7.5.3.5.3 Slope Stability Analysis

FOS calculations were conducted using the simplified Janbu method for all model scenarios along cross
section d-d’ (refer to Figure 7.24). Water levels predicted above ground surface (i.e. groundwater
seepage) were assigned water table elevations at ground surface (Figure 7.48). FOS calculations for all
modeled scenarios are provided in Table 7.9. FOS calculations do not explicitly use water levels across
the entire modeled domain, but consider groundwater levels along a critical 2-dimensional section
generally taken through the steepest portion of the slope. This simplification from three dimensions
used in the groundwater modeling down to 2 dimensions used for the slope stability analyses may not
capture portions of the slope where groundwater levels remain elevated after drain placement or other
heterogeneities of the groundwater system. For this reason, multiple critical sections of varied
orientations might be warranted for further iterative slope stability analyses and groundwater modeling
to help ensure stability conditions are met for the entire slope area of interest. For site D, the slope is
fairly uniform is modeled as homogeneous, such that hydraulic properties are the same across the basin.
Therefore, a single cross section along d-d’ is assumed representative of the entire slope area. FOS
calculations are most sensitive to elevated water levels in the upper slope and much less sensitive to
groundwater seepage in the toe of slope.
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Figure 7.46: Water table depth below ground surface (ft) on day 0.35 (stress period 8) of the 100-
year 24-hour precipitation event given hydraulic parameters K, = 10 ft/d, S,= 0.01 and VKA =1,
given (a) no drains, (b) drain array 1, (c) drain array 2, (d) drain array 3, (e) drain array 4, (f) drain
array 5 (g) drain array 6, (h) drain array 7, (i) drain array 8, (j) drain array 9, (k) drain array 10, (I)
drain array 11, (m) drain array 12 and (n) drain array 13. Drains are represented as brown lines and
contours are at 1 ft intervals. Colored portions indicate water table is below ground surface, while
white regions indicate seepage caused by the water table rising above ground surface. Water table
elevations predicted above ground surface indicate groundwater seepage. Height above ground is
correlated to seepage flux.
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Figure 7.47: Water table depth below ground surface (ft) on day 0.35 (stress period 8) of the 100-year
24-hour precipitation event given hydraulic parameters K, = 10 ft/d, Sy=-.01 and (a) VKA = 1 and drain
array 2, (b) VKA = 25 and drain array 2, (c) VKA = 50 and drain array 2, and (d) VKA = 50 and drain array
13. Contours are 1 ft intervals. Colored portions indicate water table is below ground surface, while
white regions indicate seepage caused by the water table rising above ground surface. Water table
elevations predicted above ground surface indicate groundwater seepage. Height above ground is
correlated to seepage flux.

Figure 7.48: An example of
modifying the water table
surface with drains to be
used for FOS calculation.
Water table elevations
predicted by MODFLOW to
be above the ground
surface represent an area
of seepage at the surface.
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Table 7.9: FOS for different hydraulic properties and drain arrays. FOS pertains to failure along the

entire surface and does not consider localized instability (i.e. the toe of the slope). K is in units of
ft/d. Shaded highlights signify stable slope conditions (FOS>1.2) for the least linear feet of drains.
Several soil types fail to achieve stability for all drain arrays tested.

Soil Type | Silt, Sandy Silt, Clayey Sand or Till Silty Sands and Fine Sands Well Sorted Sands, Glacial Outwash
Soil ID 1 7 4 10 2 8 5 11 3 9 6 12
Ky 0.1 0.1 0.1 0.1 1 1 1 1 10 10 10 10
Sy 0.01 0.01 0.1 0.1 0.01 0.01 0.1 0.1 0.01 0.01 0.1 0.1
VKA 1 10 1 10 1 10 1 10 1 10 1 10
no drain <1 <1 <1 <1 1.113 <1 1.426 | 1.153 | 1273 | 1268 | 1.647 1.343
drain1 <1 <1 <1 <1 1.148 <1 1.462 1.158 1.449 1.366 1.647 1.343
drain 2 <1 <1 <1 <1 1.216 <1 1.462 | 1.158 | 1.449 | 1.366 | 1.647 1.343
drain 3 <1 <1 <1 <1 1216 <1 1462 | 1.158 | 1.449 | 1.336 | 1.647 1.343
drain4 <1 <1 <1 <1 1.148 <1 1.462 1.158 1.462 1.336 1.647 1.343
drain 5 <1 <1 <1 <1 1.216 <1 1462 | 1.158 | 1462 | 1.166 | 1.647 1.343
drain 6 <1 <1 <1 <1 1216 <1 1462 | 1.158 | 1462 | 1.166 | 1.647 1.343
drain7 <1 <1 1.239 <1 1124 <1 1.462 1.158 1.449 1.218 1.647 1.343
drain 8 <1 <1 1.239 1.026 1216 <1 1.462 1.158 1.449 1.366 1.647 1.343
drain9 <1 <1 1.239 1.154 1216 <1 1.462 1.158 1.449 1.166 1.647 1.343
drain 10 <1 <1 <1 <1 1.216 <1 1.462 | 1.158 | 1462 | 1.166 | 1.647 1.343
drain 11 <1 <1 <1 <1 1.216 <1 1.462 | 1.158 | 1462 | 1.166 | 1.647 1.343
drain 12 <1 <1 1.239 <1 1216 <1 1.462 1.158 1.449 1334 1.647 1.343
drain 13 <1 <1 1.239 1.026 1216 <1 1.462 1.158 1.449 1.166 1.647 1.343

Silt, Sandy Silt, Clayey Sand or Till (K, = 0.1 ft/d)

For the example Site D having aquifers with very low hydraulic conductivity and low storage, no

horizontal drain configuration examined is able to increase FOS above 1.2. In contrast, low K, soils with

higher storage capabilities and isotropic conditions can be stabilized with drain arrays 7, 8, 9, 12 and 13

despite significant ground water seepage in the toe region of the slope. FOS calculations suggest that

slope stability is achieved with long drains extending to the upper reaches of the slope. Tighter drain

spacing for the long drain arrays appears to have little influence on slope stability. Drain spacing

becomes more important for anisotropic soils. For instance, the FOS calculation shows that long drains

with narrow spacing (drain array 9) is 1.154 and is the highest FOS in the VKA = 10 analysis. In contrast,

long drains with narrow spacing (drain array 7) cannot mitigate slope failure (FOS<1) while long drains

with medium spacing (drain array 8) produce an FOS only slightly above 1.0.
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Silty Sands and Fine Sands (K, = 1.0 ft/d)

For the example Site D having aquifers with isotropic conditions and low storage it was necessary to
have short length drains of medium spacing (drain array 2) to reduce water levels enough such that FOS
exceeded 1.2. Drain array 2 still worked for anisotropic soils up to VKA = 2, but failed to increase FOS
above 1.2 for VKA > 5. For VKA =5 increasing drain length and spacing helped prevent water from
inundating the entire slope. For VKA = 10, no drain array could reduce water levels sufficiently to
increase FOS to reasonable levels.

For sands with large storage, drains were not necessary. For isotropic conditions, FOS was greater than
1.2, and for anisotropic conditions (VKA = 10), drain installation did not improve upon FOS = 1.15.

Well Sorted Sands (Kx = 10 ft/d)

Well sorted sands and gravels appeared not need any horizontal drains to improve stability. Short toe
drains were needed to reduce groundwater seepage potential, but FOS calculations were not sensitive
to elevated water levels in the toe of slope. Increased water levels in the upper slopes only occurred
with very high VKA (e.g. VKA > 25, refer to Figure 7.47) and for these situations, drains should extend to
the upper reaches of the slope. For VKA > 50, no drain array sufficed in promoting slope stability.

7.5.3.5.4 Sensitivity Analysis
Drain design sensitivity to recharge parameters and drain conductance are investigated given the level
of uncertainty in these parameter groups.

Recharge

Calculation of recharge is dictated by three parameters. These include the curve number (CN), the total
precipitation in a 24-hour period, and the shape of the SCS rainfall distribution curve. Sensitivity to each
of these parameters is tested on isotropic well sorted sands and gravels (K, = 10 ft/d) as well as silty or
fine sands (K, = 1 ft/d). The primary question posed; will drain design need to change if recharge
characteristics are changed?

Decreasing the CN from 80 to 70 will increase total recharge by 50% and water table elevations will rise
significantly in silty or fine sands given low storage (Figure 7.49) and to a lesser degree for higher storage
(Figure 7.50). Groundwater seepage moves up slope and lowers slope stability. Drain length and density
must be increased for lower storage situations, while drain array 1 (short drains of wide spacing) are all
are required for conditions of higher storage. In contrast, water table elevations are not sensitive to
recharge parameters in well sorted sands and gravels and change to drainage design is expected (Figure
7.51 and 7.52).
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Figure 7.49: Sensitivity of water table elevations to recharge parameters for cross section d-d’ given
isotropic silty or fine sands of low storage. PPT = total precipitation (inches) during 24-hour event.

Figure 7.50: Sensitivity of water table elevations to recharge parameters for cross section d-d’ given
isotropic silty or fine sands of higher storage. PPT = total precipitation (inches) during 24-hour event.
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Figure 7.51: Sensitivity of water table elevations to recharge parameters for cross section d-d’ given
isotropic well sorted sands or gravels of low storage. PPT = total precipitation (inches) during 24-
hour event.

Figure 7.52: Sensitivity of water table elevations to recharge parameters for cross section d-d’ given
isotropic well sorted sands or gravels of higher storage. PPT = total precipitation (inches) during 24-
hour event.
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Maintaining a CN of 80, but increasing the precipitation for a 24-hour event from 9 inches to 14 inches
(maximum tabulated 24-hour event total in the USA) will increase the amount of recharge to the site,
but decreases the estimated percentage of precipitation that becomes recharge from 21% to 15%
(greater percentage of precipitation becomes runoff). In addition, the maximum recharge rate for the
storm decreases slightly. No change in drain design is needed for soils with storage on the order of 10%.
A decrease in storage to 1%, however, will require some change in drain design in finer grained soils. For
less conductive fine sands, drain array 11 will effectively reduce groundwater seepage (short and
medium length drains of medium spacing).

Changing the SCS rainfall distribution curve from type IA to type Il effectively increases the maximum
recharge rate during a 24-hour storm event from 0.69 ft/d to 3.31 ft/d, while maintaining the same
depth of recharge for the entire storm at 1.93 ft, given a CN = 80 and total precipitation of 9 inches in
24-hours. No change in drain design is anticipated in well sorted sands and gravels. For finer sands with
a storage of 10%, medium length drains are required to remove groundwater seepage, while for lower
storage, no drain array tested can completely remove seepage in the toe of slope.

Drain Efficiency

Drain efficiency is described by the drain conductance (C,) and is described in section 4.2.7 on Horizontal
Drain Flow Characteristics and Drain Flow. The coefficient Cq is a lumped conductance term describing
all the head loss between the drain and the region of the cell in which it resides. It is a function of the
convergent flow toward the drain, as well as the physical characteristics of the drain itself.

The impact of C, on drain flow is often characterized with a threshold response. For relatively small
values of C,, a slight change in C, will have significant changes on drain flow. In contrast, when Cy is
raised above some threshold value, any further increase in drain conductance will not contribute to
significant increases in drain flow. This threshold will occur when C4 equals or is greater to K,.

To test drain efficiency, Figure 7.53 shows an example of K, = 1 (silty or fine sands) with a S, = 0.01 with
drain array 11 installed. Results show that K, = 5 ft/d reduces water levels below land surface, while K, =
0.1 ft/d maintains significant flooding in the toe region of the slope. Figure 7.54 shows that the rate of
increased drain flow decreases with increased Ky, such that drain flow no longer increases for K, values
greater than 10 ft/d, or a conductance of 10 times the geologic material.

The question of drain design sensitivity to drain efficiency is an important question. If drains have a
conductance 10 times lower than the geologic material of fine sands, then drains may not reduce water
levels below the critical water level needed for slope stability. On the other hand, if K, is 10 times K,
then the number of drains can be halved (i.e. drain spacing doubled) and still maintain slope stability.
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Figure 7.53: Colored regions
represent depth of water
above land surface as a
function of drain hydraulic
conductivity. The example
uses soil type 2 (K, =1ft/d, S, =
0.01 and VKA = 1). Drain array
11 has Ky equal to (a) 0.1 ft/d,
(b) 1 ft/d, (c) 5 ft/d and (d) 10
ft/d.
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Figure 7.54: Maximum drain flow for different drain hydraulic conductivities (Ky) installed in silty or
fine sands with a storage of 10% and drain array 11.

7.5.3.6 Analysis - Observed Data Available (Isotropic Conditions Assumed)
Data allows one to calibrate the numerical model. Typical calibration strategies are shown. Data for site
D include:

e Precipitation data collected at the site.

e Annual average precipitation

e 24-hour total precipitation for a 100-year precipitation event.

e Anestimate of CN

e Groundwater levels collected at the end of the dry period. This data serves to calibrate a steady
state version of the model.

e Groundwater levels and precipitation data collected concurrently.

All data is collected prior to drain installment. Figure 7.55 Indicates observation well locations for site D.
The CN is estimated to equal 80 and annual average precipitation is 35 inches, while the 100-year event
produces a total of 11 inches in a 24-hour period. Calibration is done by adjusting hydraulic conductivity
(Kx) and specific yield (S,) to best match observed water levels.

7.5.3.6.1 Steady State Conditions

Steady state is modeled to establish a first estimate of hydraulic conductivity and to ensure that water
levels for recharge estimate are reasonable. Two methods are presented in section 5.5 to estimate
steady state recharge. Assuming limited precipitation data collected as the site, the first method in
section 5.5 is used. Given a CN =80 and 11 inches of rain in a 24-hour period will produce18% recharge

194

——
—



Figure 7.55: Site D (a) cross section and modeled steady state water levels for cross section d-d’, (b) plan
view with steady state water levels contoured at 5 ft intervals. Observation well locations shown.

(refer to Table 5.5). Given an average annual precipitation total of 35 inches, then 18% is assumed to
become groundwater recharge, or 6.3 inches/yr. This equals 0.0014 ft/d and is the assumed steady
state recharge.

The soil is identified as a silty sand, but no analysis has been done to refine the value of hydraulic
conductivity. An initial guess of 1 ft/d replicates water levels at observation wells 1 and 2, but under
predicts the dry-season water level at well 3 (Figure 7.56). A sensitivity analysis (Figure 7.57) shows that
the root-mean-square error (rmse) is significantly reduced if K, = 0.2 ft/d. While this may appear low for
a silty sand, heterogeneity and anisotropy effectively lower hydraulic conductivity through averaging
procedures discussed in section 3.36. Decreasing K, from 1 ft/d to 0.2 ft/d more accurately replicates
well 3 while not forcing an over prediction in water levels at wells 1 and 2.
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Figure 7.56: A one-to-one plot showing observed and predicted water levels under steady state
recharge conditions.

12

Figure 7.57: Sensitivity analysis of
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7.5.3.6.2 Transient Conditions (pre-drain)

Observed transient water levels allow one to fine-tune the initial steady state estimate of K, and
determine an effective value of specific yield. Observed two-hour precipitation and calculated recharge
are provided in Figure 7.58, with the modeled transient period specified.

Figure 7.58: Two-
hour precipitation
data collected on
site, and calculated
recharge assuming
CN =80. Transient
modeling period is
marked.

The simulation assumes steady-state conditions prior to initiating the transient scenario. This removes
the need to explicitly characterize initial heads. Steady-state recharge is assumed 0.0014 ft/d as
determined in the steady-state modeling scenario. Three model simulations are provided to highlight
calibration strategies. First, steady-state value of K, = 0.2 ft/d is used, while S, = 0.1 is assumed. Second,
a sensitivity analysis is done in which K, and S, are adjusted independently over a range of specified
values. This analysis shows that K, = 0.2 and S, = 0.02 produce the lowest rmse (Figure 7.59). Finally,
auto-calibration of K, and S, are done simultaneously (program used Parameter Estimation, PEST,
(Doherty, 2005)). Results from the sensitivity analysis are used as initial guesses to encourage a rapid
convergence on a solution. Calibrated values are 0.2475 ft/d and 0.01957 for K, and S,, respectively.
Simulated water levels for each observation well are compared to observed data in Figure 7.60. Using
the steady-state calibrated K, = 0.2 ft/d, and assuming an S, = 0.1 (SS), produces water levels with a
muted response to recharge and water levels in the middle portion of the slope and the lower portion of
the slope are predicted too low, despite using a K nearly equal to the calibrated value. Reducing S, to
0.02 from the transient sensitivity analysis improves predicted results appreciably, but water levels are
over predicted at all observation locations. Auto-calibration shows that small changes in Kyand S, can
dramatically improve prediction.
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Figure 7.59: Sensitivity analysis results for K, and
S, using rmse as the objective function.

7.5.3.6.3 Transient Conditions (Design Storm)

With a calibrated model, the design storm is applied to the model using a CN = 80 and a total of 11
inches of rain in a 24-hour period and assuming a type IA storm distribution. The model is run with no
drains as well as drain array 1 through 5. Plan view results for depth of water table below ground
surface are given for each scenario in Figure 7.61. Cross sectional profiles of the water table for d-d’ are
provided in Figure 7.62

Table 7.10 Provides FOS values for the cross section d-d’ indicate that short drains with wide spacing
(drain array 1) can lower water table elevations appreciably to promote slope stability (FOS = 1.21),
while slightly longer drains (drain array 4) can ensure no translational failure (FOS 1.34). Drain spacing
must be decreased (drain array 5), however, to remove any potential for groundwater seepage in the
toe region (refer to Figure 7.61)
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Figure 7.60: Observed and predicted water levels for (a) Well 1, (b) Well 2 and (c) Well 3. Locations
identified in Figure 7.2. SSindicates steady state K, = 0.2 and assumed S, = 0.1. SENS indicates K, =

0.2 and S, = 0.02 as obtained from transient sensitivity analysis. CALIB = results from auto-calibration
using PEST with a resulting K, = are 0.2475 ft/d and S, =0.01957.
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Figure 7.61: Water table depth below ground surface (ft) on day 0.35 (stress period 8) of the 100-
year 24-hour precipitation event given hydraulic parameters K, = are 0.2475 ft/d, S, =0.01957and
VKA =1, given (a) no drains, (b) drain array 1, (c) drain array 2, (d) drain array 3, (e) drain array 4, (f)
drain array 5. Contour interval is 1 ft. Colored portions indicate water table is below ground surface,
while white regions indicate seepage caused by the water table rising above ground surface. Height
above ground is correlated to seepage flux.
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Figure 7.62: Water table profiles for cross section d-d’ for different drain arrays. Water table
elevations predicted above ground surface indicate groundwater seepage. Height above ground is
correlated to seepage flux.

Table 7.10: FOS values for site D given K, = are 0.2475 ft/d, S, =0.01957and VKA = 1 and different
drain arrays.

Drain FOS
nodrain 1.195
1 1.21
2 1.21
3 1.21
4 1.338
5 1.338
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7.5.4 Rotational Failure (Site B)

7.5.4.1 Site Description

Rotational failure is modeled using the topography shown in Figure 7.63 The slope is relatively uniform
from the slope crest to the base of the slope at approximately 40% (23°). The subsurface conditions are
assumed to consist of a single geologic layer reaching up to 300 feet in thickness.

Figure 7.63 Site B topography
for rotational failure (a) hill

shade, (b) slope profile of
ground surface from B-B’.

7.5.4.2 Model Domain and Conceptual Model

The model domain is defined in Figure 7.64 with MODFLOW cells 5 ft by 5 ft in the x-y direction, which is
rotated 2 degrees so that the grid is parallel to the slope. Maximum thickness is 300 ft at location B and
minimum thickness is 20 ft at location B’. The bottom of the modeled layer is at zero ft elevation.
Specified head boundary conditions are assigned at the slope toe (16.9 ft) and the upslope divide (195
ft). The upslope boundary is far from the slope toe and assigned a value below the critical surface as
determined by slope stability analysis, and numerical modeling found drain design not sensitive to this
boundary condition. For isotropic conditions, a single layer is modeled, and for anisotropic conditions, a
two layer model is used with similar thickness of layers.
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Figure 7.64: Model grid for rotational failure site. (a) Plan view showing modeled grid (purple box),
active cells in color scale of assigned land surface elevations, rotated x-y axis and cross section B-B’. Cell
dimension is 5 ft by 5 ft. (b) Cross section B-B’ depicting single layer model (maximum thickness is 300 ft
and minimum thickness is 20 ft), as well as specified head boundary conditions and recharge, are
applied uniformly across the domain. Water levels are steady state for K, = 1 ft/d and S, = 0.01 and
recharge = 0.005 ft/d.

7.5.4.3 Drain Configurations

Two drain arrays are tested for rotational failure. These are shown in Figure 7.65 and 7.66, respectively.
Each horizontal drain is approximately 150 ft in length with a 5° angle from the horizontal (tip elevation

at 15 ft and drain end at 30 ft). The drains are drilled at approximately 6° angles from each other. Drain
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array 1 is a total of 1350 linear feet, while array 2 is approximately 2250 linear feet. Drain hydraulic
conductivity is assumed equal to the hydraulic conductivity of the geologic material it is placed in.

Figure 7.65: Site B drain array 1 in plan view. Contours represent ground surface elevation and red
lines represent drain placement. Model cells are 5ft by 5ft.

Figure 7.66: Site B drain array 2 in plan view. Contours represent ground surface elevation and red
lines represent drain placement. Model cells are 5ft by 5ft.
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7.5.4.4 Geotechnical Parameters and Initial Slope Stability Analysis

Soil type in site B is assumed as silty sand /gravel with high friction angle and low cohesion values. It is
assumed that the friction angle is 40° and cohesion is 10 psf. Furthermore, soil density is assumed to be
medium dense to dense with a unit weight of 125 pcf.

Slope stability analysis was carried out by using the SLOPE/W slope stability analysis software from
GEOSTUDIO. In order to accommodate the rotational failure mode, Morgenstern-Price method was
used in analyses. The results of the FOS calculations were confirmed with the simplified Janbu method
for a few cases. Both methods provided near identical results. The first analysis was carried out to find
the critical water surface level when FOS = 1. Figure 7.67 indicates the critical rotational failure surface

and water surface level for this condition.

1.082

Elevation

Figure 7.67: Critical water surface and critical rotational failure surface for site B

7.5.4.5 Analysis - No Observed Data
Hydraulic soil properties are provided in Table7.5, and the design storm defined in section 7.5.2 is used.

7.5.4.5.1 Steady State

Steady-state conditions are run prior to any transient simulation. This allows the user to forego prior
knowledge of the initial starting heads. Steady-state conditions are meant to mimic the “dry” season in
the system, which is assumed to last long enough for steady-state conditions to occur. Steady-state
recharge is assumed to be the long term average, with water levels stabilized prior to the design storm.
Much of the water level lowering of site B is the result of allowing the overall water table to drain prior
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to the 100-year storm event. For example, steady-state water levels are shown in Figure 7.68 for K,=0.1
ft/d, 5,=0.01, VKA=1 and R=0.005 ft/d, given no drains and drain array 1. Without drains, the toe of slope
floods , but with drains added, flooding in the toe region is significantly reduced.

Figure 7.68: Site B steady state water levels for K,=0.1 ft/d, 5,=0.01, VKA=1 and R=0.005 ft/d, given
(a) cross section B-B’ and no drains, (b) cross section B-B’ and drain array 1, (c) plan view with no
drains, and (d) plan view with drain arrayl. Contour intervals are 2 ft. Pink overlay in plain view
represents regions where the water table is above ground surface (i.e. groundwater seepage).

7.5.4.5.2 Maximum Water Levels during 100-Year Event

Maximum water levels occur at different times as water moves down slope. To simplify, the maximum
water level is assumed to occur after maximum recharge intensity. This occurs 0.33 days into the 1-day
storm event (recharge = 0.70 ft/d). Water level response to drains is discussed in terms of soil type.

Silt, Sandy Silt, Clayey Sand or Till (K, = 0.1 ft/d)

Water table elevations are provided in Figure 7.69. White regions in each diagram represent regions in
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Figure 7.69: Water levels on day 0.35 (stress period 8) and isotropic, silt, sandy silt, and clayey sand
(hydraulic parameters K, = 0.1 ft/d, and VKA = 1), given (a) S, = 0.01 and no drains, (b) S,= 0.1 and no
drains, (c) S,=0.01 and drain array 1, (d) S, = 0.1 and drain array 1, (e) S, = 0.01 and drain array 2, (f)
S,=0.1anddrain array 2. Drains are represented as brown lines and contours are at 2 ft intervals.
Colored portions are scaled by water level depth below the critical water surface (scale 0-72 ft),
while white areas indicate water levels above the failure surface. Pink overlay indicates water level
is above ground surface.
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site B that have water levels above the critical water surface (where slope instability occurs) shown in
Figure 7.67. The pink overlay shows regions where the water table is predicted above ground surface.
With no drains, water levels surpass the critical water level for much of the slope, and groundwater
seepage occurs along the toe of the slope. Greater seepage occurs in the corner regions of the toe as a
result of slightly convex topography. Water levels are greatly lowered with the addition of drain array 1
for low and high storage scenarios, though water levels in the toe region of the slope still rise above the
critical water level and seepage does occur for S, = 0.01. For low storage, drain array 2 reduces all
groundwater seepage.

For anisotropic soils, water table elevations increase above the critical water level for much of the slope.
This was true for low anisotropy (VKA = 2) and higher anisotropy (VKA = 10). However, drain array 1
successfully lowers water levels below the critical water level for much of the slope up to VKA =5 and is
the same for all isotropic soils. For VKA =10 (Figure 7.70) and S, = 10%, the number of drains must
increase in order to lower water levels below the critical water surface. For S,=0.01 and VKA =10,
drain array 2 is unable to lower water levels below the critical water surface for the entire toe region of
the slope.

Silty Sands and Fine Sands (K, = 1.0 ft/d)

With increased hydraulic conductivity, water table elevations still rise above the critical water level
surface in the toe region if no horizontal drains are used (Figure 7.71). Groundwater seepage will occur
for low and high storage, with seepage greatest at the edges of the slope toe due to convex topography.
Drain array 1 sufficiently lowers water level elevations for isotropic conditions. Drain array 1 sufficiently
lowers water levels for anisotropic systems up to approximately VKA = 30, above which additional drains
may be required.

Well Sorted Sands (K, = 10 ft/d)

Figure 7.72 shows that with no drains, highly conductive soils may produce water table elevations above
the critical water surface in the toe region of the slope, with groundwater seepage expected for low
storage systems. Drain array 1 is sufficient in lowering water levels below the critical water surface and
anisotropy does not impact drainage design.

7.5.4.5.3 Slope Stability Analysis

Maximum water table elevations along the cross section B-B’ for isotropic conditions are provided in
Figure 7.73, and for anisotropic conditions for silt, sandy silt, and clayey sand given in Figure 7.74. As
with the translational failure, the slope stability analyses may not capture portions of the slope where
groundwater levels remain elevated after drain placement or other heterogeneities of the groundwater
system. For this reason, multiple critical sections of varied orientations might be warranted for further
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Figure 7.70: Water levels on day 0.35 (stress period 8) and anisotropic silt, sandy silt, or clayey sand
(hydraulic parameters K, = 0.1 ft/d, and VKA = 10), given (a) S, = 0.01 and no drains, (b) S,= 0.1 and
no drains, (c) S, =0.01 and drain array 1, (d) S, = 0.1 and drain array 1, (e) S, = 0.01 and drain array 2,
(f) S, =0.1 and drain array 2. Drains are represented as brown lines and contours are at 2 ft
intervals. Colored portions are scaled by water level depth below the critical water surface (scale O-
72 ft), while white areas indicate water levels above the failure surface. Pink overlay indicates water
level is above ground surface.
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Figure 7.71: Water levels on day 0.35 (stress period 8) and isotropic silty to fine grained sands
(hydraulic parameters K, = 1 ft/d, and VKA = 1), given (a) S, = 0.01 and no drains, (b) S,=0.1 and no
drains, (c) S,=0.01 and drain array 1, (d) S, = 0.1 and drain array 1, (e) S, = 0.01 and drain array 2, (f)
S,=0.1and drain array 2. Drains are represented as brown lines and contours are at 2 ft intervals.
Colored portions are scaled by water level depth below the failure surface (scale 0-60 ft), while
white areas indicate water levels above the failure surface. Pink overlay indicates water level is

above ground surface.

210

——
—



Figure 7.72: Water levels on day 0.35 (stress period 8) and isotropic well sorted sands and gravels
(hydraulic parameters K, = 10 ft/d, and VKA = 1), given (a) S, = 0.01 and no drains, (b) S,= 0.1 and no
drains, (c) S,=0.01 and drain array 1, (d) S, = 0.1 and drain array 1, (e) S, = 0.01 and drain array 2, (f)
S,=0.1and drain array 2. Drains are represented as brown lines and contours are at 2 ft intervals.
Colored portions are scaled by water level depth below the failure surface (scale 0-60 ft), while
white areas indicate water levels above the failure surface. Pink overlay indicates water level is

above ground surface.
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Figure 7.73: Water table elevations for site B along cross section B-B’ for isotropic conditions, VKA =
1 (a) K,=0.1ft/d, (b) K, =1 ft/d and (c) K, = 10 ft/d. The red dashed line is the critical water surface
for which FOS = 1.0. The black line is ground surface.
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Figure 7.74: Water table elevations for site B along cross section B-B’ for K,=0.1 ft/d given
anisotropic conditions, (a) VKA =2 (b) VKA =5 and (c) VKA=10. The red dashed line is the critical
water surface for which FOS = 1.0. The black line is ground surface.
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iterative slope stability analyses and groundwater modeling to help ensure stability conditions are met
for the entire slope area of interest. However, the slope of site B is fairly uniform and is homogeneous.
Therefore, the single cross section along B-B’ is assumed representative. In addition, failure potential
along the model domain margins is assumed much lower than at the apex of the slope.

Two scenarios of slope failure are modeled using typical water table elevations predicted by MODFLOW.
First, the FOS for a no drain scenario given K, = 0.1 ft/d, S, = 0.01 and VKA<10 is determined. Water
table elevations predicted above ground surface are adjusted to be coincident with (Figure 7.75). It is
also assumed that the potential for small rotation failure in the toe area is negligible. FOS is estimated
using Morgenstern-Price method with Figure 7.76, indicating the critical rotational failure surface for the

whole slope given no drains.

Figure 7.75: An example of how MODFLOW water table surface is adjusted for slope stability
analysis. MODFLOW water table surface is typical of K, = 0.1 ft/d, S, = 0.01 and all VKA values given
with no horizontal drains.
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Figure 7.76: Critical rotational failure surface for site B without drains (K, = 0.1 ft/d, 5,=0.01 and
VKA<10)

For isotropic conditions, drain array 1 lowers water table elevations (refer to Figure 7.73a), and the
critical rotational failure surface is given in Figure 7.77.
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Figure 7.77: Critical rotational failure surface for site B with drain array 1 (K, = 0.1 ft/d, 5,=0.01 and

VKA=1)
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Secondly, slope stability analysis was done for different soil types and drain configurations but assuming
that the potential for small rotation failure in the toe area is possible. FOS results are provided in Table
7.11. If small rotational failure in the toe region is considered in the FOS calculation, then stabilization
of soils comprised of silt, sandy silt, or clayey sand (K, = 0.1 ft/d) and low storage (S, = 1%), may not be
possible given the drain arrays considered. This is true even for isotropic conditions (drain array 2, VKA
=1.16). For anisotropic conditions, FOS values do not deviate much for VKA<S5, but decrease
substantially for VKA = 10, such that FOS < 1.0 and failure is eminent given any of the drain arrays
tested. For larger storage, drain array 1 adequately increases FOS, and reduces the potential for slope
failure in the toe region given isotropic conditions. Drain array 2 may be needed for anisotropic
conditions up to VKA = 10.

Rotational failure in the toe region of more permeable sediments (K21 ft/d) is highly likely given no
drains are installed. This holds for both low and high storage scenarios. However, drain array 1 is
sufficient in reducing the likelihood of failure (FOS = 1.21) for all storage values as well as for isotropic
and anisotropic conditions.

Table 7.11: FOS values related to small rotational failure in the toe region (site B) for different
hydraulic properties and drain scenarios. K, is in units of ft/d. VKA = K,/K, Shaded boxes indicated
drain array (with least linear feet) that raises FOS >1.2. For more conductive materials (K,>1 ft/d),
anisotropy does not significantly impact water levels for VKA<10, and so FOS was not calculated for
these scenarios (refer to section 7.4.4.5.2).

Ky 0.1 0.1 1 1 10 10

VKA Sy 0.01 0.1 0.01 0.1 0.01 0.1

1 No Drain 0.375 0.379 0.428 0.998 0.65 0.998

1 drain 1 1.057 1.211 1.211 1.211 1.211 1.211

1 drain 2 1.163 1.211 1.211 1.211 1.211 1.211

2 No Drain 0.373 0.384

2 drain 1 1.106 1.141| FOS not calculated | FOS not calculated

2 drain 2 1.169 1.211

5 No Drain 0.373 0.384

5 drain 1 0.687 1.086| FOS not calculated | FOS not calculated

5 drain 2 1.169 1.211

10 No Drain 0.373 0.384

10 drain 1 0.687 1.086| FOS not calculated | FOS not calculated

10 drain 2 0.529 1.211
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Chapter 8
Network-Scale Flow and Drainage
Network Design in Fractured Rock

8.1 Introduction

The preceding chapters describe in detail how the hydrology of watersheds influence drainage network
design, and how a hydrological modeling framework can be utilized to evaluate the potential
performance of drainage networks in lowering pore pressures to improve slope stability. These
discussions have focused on soil and unconsolidated sediment where flow occurs through the
interconnected pore space of the medium. Many watersheds are underlain by fractured rock of
igneous, metamorphic and sedimentary origin, that are either directly involved in slope instability or
host aquifers that can adversely influence the stability of overlying soils. In these cases, drainage
networks installed within the overlying soil are likely not to be effective to sufficiently lower pore
pressures in or reduce recharge from the underlying fractured rock mass. The installation of a drainage
network within the fractured bedrock must then be considered.

Fractured rock presents a very specific challenge to the design of hillslope drainage networks. This is
because fractured rock typically has little or negligible porosity and permeability in the rock matrix itself,
and connected networks of discontinuous fractures impart secondary porosity and permeability that
dominate through-flow of groundwater. Unlike porous media where flow occurs at the pore-scale, flow
in fractured rock systems occurs through complex patterns of interconnected, conductive fractures
(Long et al., 1982; Smith and Schwartz, 1984; Renshaw, 1999; de Dreuzy et al., 2001; Berkowitz, 2002;
Neuman, 2005; Reeves et al., 2008a,b; Klimczak et al., 2010; Reeves et al., 2010). Hence, the design of
horizontal hillslope drainage networks must take into account the characteristics of the fracture
networks to maximize the probability for drains to intersect flowing fractures that, in turn, will
sufficiently reduce pore pressures.

This chapter exclusively focuses on flow through fractured rock in the context of hillslope drainage
network design, and is divided into two major parts: network structure and flow, and hillslope network
design considerations for fractured rock. The first part emphasizes flow properties of discontinuous
fracture networks, and presents methods to determine the equivalent hydraulic conductivity of
fractured rock. These equivalent hydraulic conductivity values for fractured rock can be directly input
into the hydrologic modeling framework presented in this manual. The second part is dedicated to
providing design guidance for the installation of drainage networks in fractured rock, using specific
fracture network concepts to enhance the probability of success for achieving hillslope drainage and
stability. Multiple illustrations and a case study are presented to reinforce the material presented.
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8.2 Network Structure and Flow

A central theme of this Chapter is to impart an understanding of how flow through fractured rock is
controlled by fracture attributes. The Fractured Rock Characterization in Chapter 4 (section 4.5)
discussed in detail how fractured rock masses can be analyzed according to statistics of fracture
orientation, spacing, length, transmissivity and values of fracture density. This section contains detailed
explanations on how these attributes are related to flow through a fractured rock mass. We begin by
defining network structure, and then discuss how this structure can be used to compute network-scale
flow and equivalent hydraulic conductivity tensors. Simulations of flow in two-dimensional discrete
fracture networks (DFN) with physically realistic parameters are used to illustrate specific concepts.

8.2.1 Network Structure

The structure of natural fracture networks is the end result of the complex interplay between stress
fields and their anisotropy, mechanical properties of the rock, mechanical fracture interaction and
distribution of initial flows in a rock mass. The necessary reliance on probabilistic descriptions of
fracture attributes reflects our inability to accurately construct fracture networks from mapping or
subsurface studies alone. The limited accessibility to the network leaves an incomplete understanding
of the patterns of fracturing within a rock mass that can often be improved through visual inspection of
representative networks generated according to site-specific statistics (Reeves et al., 2012).

A total of three different network types are generated from two fracture sets with power law
distribution of lengths with exponent values in the range 1 < a <3, moderate fracture density,
orientations of £+45° with variability described by a Fisher distribution with K= 20 and a log-normal
transmissivity distribution with log(oy) = 1 (Figures 8.1—8.3). Once a network is generated, the
hydraulic backbone is identified by eliminating dead-end segments and isolated clusters. This is
accomplished in our model using both geometric and flow techniques. The hydraulic backbone
represents the interconnected subset of a fracture network that is responsible for conducting all flow
and transport across a domain. Hence, analysis of backbone characteristics can provide insight into
these processes.

The generated networks in this study do not explore the full parameter space for fractured media.
However, the wide range of fracture length exponents provide sufficient variability and produce three
distinct types of hydraulic backbones. Networks generated with a = 1 produce backbone structures
dominated by long fractures (Figure 8.1), and networks with a = 3 produce backbone structures
dominated by short fractures (Figure 8.2). Backbones with a mixture of short and long fractures are
produced for networks generated with a = 2 (Figure 8.3). Another feature of these networks is that
density of the network increases from 0,, = 1.0 m/m? to Pn=2.0 m/m? as the value of a increases from
1to 3. Thisincrease in density is necessary to maintain a percolating backbone that promotes fluid flow
from one side of the domain to the other. For example, the density values assignedtoa=1and a =2
(0p=1.0 m/m? and Pap=1.5 m/mz, respectively) result in a non-percolating networks if used with a = 3.
Conversely, networks generated with a =1 and 0,5 = 2.0 m/m? (assigned to a = 3) produce unrealistically
dense networks. The relationship between network density, power-law exponent and backbone
percolation will be further discussed shortly.
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Figure 8.1: Discrete fracture network realization (left) and hydraulic backbone (right) generated
from two fracture sets with power distribution of lengths with exponent a=1, p,p=1.0 m/mz, 1min=2.0
m and orientations at £45°, with variability described by k=20. Note that the hydraulic backbone is
dominated by Iong fractures. (Reprinted with permission from Reeves, D.M. et al., Radioactive Waste, 2012, InTech Publishing.)
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Figure 8.2: Discrete fracture network realization (left) and hydraulic backbone (right) generated
from two fracture sets with power distribution of lengths with exponent a=3, 0,p=2.0 m/mz, 1min=2.0
m and orientations at £45°, with variability described by k=20. Note that the hydraulic backbone is

dominated by short fractures. (Reprinted with permission from Reeves, D.M. et al., Radioactive Waste, 2012, InTech
Publishing.)
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Figure 8.3: Discrete fracture network realization (left) and hydraulic backbone (right) generated
from two fracture sets with power distribution of lengths with exponent a=2, p,p=1.5 m/mz, 1min=2.0
m and orientations at £+45°, with variability described by k=20. Note that the hydraulic backbone is

a mix of short and Iong fractures. (Reprinted with permission from Reeves, D.M. et al., Radioactive Waste, 2012, InTech
Publishing.)

To our knowledge, trends between fracture length, density and the total amount of fluid flow a network
conducts have not been studied. There has been some work, however, that relates these same fracture
parameters to contaminant transport behavior (Reeves et al., 2008a,b,c; Zhang et al., 2010). This lack of
knowledge on fluid flow can, in part, be explained by the fact that each natural fracture network exhibits
unique combinations of fracture attributes, making it difficult to compare total flow through networks
with differing values of mean transmissivity and density. Nonetheless, understanding how these
properties influence overall network scale flow is helpful in indentifying network types that may or may
not be suitable for installation of drainage networks.

We conducted a numerical investigation to understand how total network flow may be related to
backbone structure, i.e., primarily fracture trace length and density. A total of 50 network realizations
were generated and solved for flow for each of the network types shown in Figures 8.1—8.3 (Table 8.1).
Computation of flow in two-dimensional discrete fracture networks involves solving for hydraulic head
at all internal nodes (intersection point of two or more fractures) inside the domain according to Darcy's
law (Priest, 1993, de Dreuzy and Ehrel, 2003; Klimczak et al., 2010; Parashar and Reeves, 2012). Linear
boundary conditions are applied to the networks to induce flow from top to bottom, and fluid flow
through the backbone is solved iteratively at each node via a biconjugate gradient method. This process
is repeated for each statistically equivalent realization of a given network type.
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Table 8.1. Discrete fracture network parameters and results for 50 realizations.

a Pz Total Backbone Q-0 Q,-;:
[m/m?] Fractures | p,p [m/m’] [m3/s] [m3/s]
1 1.0 1116 0.72 2.86x10° | 2.21x107
2 1.5 3898 0.70 1.74x10° | 4.60x10°
3 2.0 6757 0.83 1.38x10° | 4.22x10°

Each network type was solved for flow with two different distributions of transmissivity. The first
distribution of transmissivity assigns all fractures the same value of T to facilitate direct comparisons on
the influence of fracture trace length on overall network flow, Q [m?/s]. The second distribution of
transmissivity assigns a log-normal distribution with log( o) = 1 to individual fractures, which provides a
good representation of variability found in natural fracture networks. Flow through these networks is
denoted by Qs-pand Q- ;, respectively in Table 8.1.

Analysis of the DFN data yields several insights. As previously discussed, network percolation requires
greater fracture densities as values of a increase. This can be observed in Table 8.1, where values of 0,
fora=1and a=2are 1.0 and 1.5 m/m?, respectively, yet produce nearly the same backbone density of
0.70. Avalue p;p=2.0 m/m? for a = 3 networks supports this trend, albeit with a slightly higher
backbone density of 0.83 m/m?>. The explanation for this trend is simple: mean fracture length
decreases with increases in fracture length exponent values, requiring more fractures to reach a
sufficient degree of network connectivity.

The use of a constant T value for all fracture segments along with comparable backbone densities
indicates that network-scale flow decreases as values of a increase (Figure 8.4, sigma = 0 case).
Implementation of a log-normal T distribution with log(o7) = 1 increases network scale flow fora =1
networks by approximately an order of magnitude (Figure 8.4, sigma = 1 case). This dramatic increase in
network flow results from domain-spanning fractures, which are common in a = 1 networks, being
assigned T values greater than the mean. Network flow for a =2 and a = 3 are very similar. This reflects
the higher densities of these networks, where T values lower than the mean serve as ‘bottlenecks’,
which have a restrictive influence on total flow.

Variability in network flow for the constant-T simulations was evaluated to study overall network
connectivity and backbone structure for individual realizations. Networks with a = 2 showed the
greatest variability with up to 90% differences in flow from the mean listed in Table 8.1. This indicates
that these networks exhibit the greatest variability in backbone structure and connectivity, and this is
most likely attributed to the influence of both short and long fractures in producing complex backbone
structures (Figure 8.3). Networks with a = 3 have up to 45% differences in flow from the mean listed in
Table 8.2. These networks are dominated by short fractures (Figure 8.2), and differences in flow are
attributed to the degree of connectivity between individual realizations. Networks with a = 1 exhibited
the lowest degree of variability with only up to 20% differences in flow from the mean listed in Table
8.1. Networks with a = 1 are dominated by very long, often domain-spanning fractures (Figure 8.1) that
lead to similar degrees of connectivity for individual realizations. Variability in network flow for the log-
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normal T distribution show similar trends where a = 1 networks have the lowest variability (up to a
factor of 2 from the mean) and a = 2 and a = 3 networks have higher variability (up to a factor of 3 from
the mean).

&sigma=0 Msigma=1

1.00E-01
n
Q[m3/s] 1.00E-02
n [
2
* .
1.00E-03 T T T ]
1 1.5 2 2.5 3

Figure 8.4. Network simulations with comparable backbone densities indicate that total network-
scale flow decreases with increasing values of a. This trend linearly decreases when all fracture
segments have the same values of T (sigma = 0). Application of a realistically parameterized log-
normal distribution with log(c7) = 1 (sigma = 1) further increases network flow for all cases, with the
largest increase in flow for the a = 1 networks.

8.2.2 Hydraulic Conductivity Tensor

Fractured media is highly anisotropic and heterogenous, and the tensorial form of hydraulic conductivity
K, or more properly denoted K in its tensor form, is highly useful for modeling the quantity and
directional nature of flow in fracture networks. In this section, we explain what a K tensor is, how it is
mathematically defined, and methods for computing the full K tensor for fractured rock systems. Once
computed, this tensor can be properly diagonalized to compute scalar values of K, K, and K; for use in
numerical models.

The discussion of flow through porous media thus far has thus focused on a simple form of Darcy's Law:

dh
Q=-KA— 8.1
” (8.1)
which describes the flow of groundwater through a homogenous and isotropic subsurface aquifer,
where total discharge Q [L3/t] is a function of a scalar value of hydraulic conductivity K [L/t], area cross-
sectional to flow A [L’], and a linear horizontal hydraulic gradient dh/dI. Equation (1) can be further

simplified to:
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Q dh
—=qg=-K— 8.2
A 9 dl (8.2)

where specific discharge g [L/t] (also referred to as Darcy flux) describes groundwater discharge per
cross-sectional area. In multiple dimensions, (2) can be expanded to:

q=-K[h (8.3)

where specific discharge q is a vector along the principal scaling directions of a Cartesian coordinate
system (i.e, x-, y-, z-), K is a second rank tensor, and [hAik the gradient operator acting on a head field

where head values are allowed to vary in three-dimensions: [h3 ig—h+jg—h+ k? . The multi-
X y z

dimensional form of Darcy's Law (3) states that the specific discharge vector q is the sum of its three
Cartesian coordinate components:

q=g,i+q,j+tqgk (8.4)

which can be alternatively written as: q = gq,i+q,j+ g,k , where Einstein notation is used to denote x, y, z

components as indices 1, 2 and 3; and i, j, and k are unit normal vectors along x, y, and z. Thus, in
Einstein notation (3) can be expressed as:

q,=KJ,i=13 (8.5)

whereJ=-[hdnd [h3 ia—h+ ja—h+ ka—h. Expanding (5) to a set of linear algebraic equations:

X, Ox, X,
ql = Kll'll + KlZ'IZ + K13'/3
qZ = KZl'll + KZZ'/Z + K23'/3 (86)
q3 = K31'/1 + K32'/2 + K33'/3

we can further understand the nature of hydraulic conductivity as a second rank tensor where:

a Ky Ky Ky || 4
J
J

(8.7)

2

9 |= Ky Ky Ky
K K

33 3

Thus, K is a symmetric, second rank tensor consisting of 9 components to properly scale discharge q to
the directional permeability of the medium and hydraulic gradient J.

The tensor form of K in (7) can be diagonalized by eigenvector/eigenvalue transformation:

'/1
'/2
| [0 0 K|/

0
0 (8.8)
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oh oh

q, =KyJ, =- xxa_x = _Kxa

on_ _ on
q2 _K22'/2 —_KWE—_KVE (89)

oh oh

q; = Ky3d3 = _KZZE = _KZE

In this case, K, K, and K, are commonly referred to as the hydraulic conductivity values in the x-, y- and
z-directions, respectively, and the off-diagonal components are equal to 0. These scalar K values can be
input into MODFLOW or other ground water models for flow simulations.

Development of methods for computing equivalent K tensors for fractured rock with discontinuous
fractures has been the subject of numerous investigations (e.g., Snow, 1969; Long et al., 1982; Lee et al.,
1985; Oda, 1985; Zhang et al., 1996; Min et al., 2004; Klimczak et al., 2010). These studies typically refer
permeability (denoted as k) rather than hydraulic conductivity (denoted as K) tensors. It is important to
note that the relationship of hydraulic conductivity K [L/t] to permeability k [L*] is described by:
k=%

7

(8.10)

where pis fluid density, g is the gravitational constant and pis fluid viscosity. For example, at 20°C this
relationship is: K [m/s]=9.7337x10%k [m’]. As a general rule hydraulic conductivity values are 5

orders of magnitude greater than permeability when transitioning between units of m/s and m*.

There are two primary methods in which the K tensors can be computed for fractured rock: (1) an
analytical expression known as the 'Oda tensor' approach and (2) numerical approach involving the
computation of network-scale flow using discrete fracture network (DFN) simulations with specifically
applied boundary conditions. Both of these approaches are discussed below.

The Oda tensor approach is based on the following analytical expressions (Oda, 1985):

_ P9
K, =A"2(P,0,-F,) (8.11)
U
]T 00 00
P, :ijIirztan,njE(n,r,t)derdt (8.12)
00

where P; is the permeability tensor, p is 3D fracture density (0sp), r is fracture radius (half-length), tis
fracture aperture, n is a unit normal vector to the fracture plane (defines orientation) over area Q, Py =
P11+ P, + P33, which define principal components of permeability similar to (8), and E(n,r,t) represents a
joint distribution of fracture orientation, fracture radius (half-length) and aperture. These distributions
are assumed independent. Values of A describes fracture connectivity where A is equal to 1/12 if the
network is well connected and Ais less than 1/12 if not well connected. Equations (11) and (12)
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compute K based on fracture attributes; however, probability distributions of orientation, length and
hydraulic conductivity are ill-defined if sufficient connectivity is not established. There is no way other
than the generation of site-specific equivalent discrete fracture networks to precisely define the level of
connectivity that is present in a rock mass, and well-connected networks are the exception rather than
the rule. Hence, the dominant problem with the Oda tensor approach is reducing the complexity of
network connectivity to a single, difficult to define parameter. The prior analysis of network structures
for different network types in Section 2.1 illustrates the complexity of network structure and
connectivity. More specifically, backbone densities are be highly variable and are typically not
proportional to total network density measured in the field. We therefore cannot recommend the use
of the Oda tensor to compute network K and only include this method for completeness.

The numerical approach to define equivalent network K tensors involves solving flow in discrete fracture
networks under specified boundary conditions. The generation of fracture networks requires analysis of
site-specific fracture properties to assign probability distributions of orientation, length,
aperture/hydraulic conductivity and values of fracture density (refer to Chapter 4 for fracture
characterization). With the exception of fracture density and distribution of spacing, these are the same
parameters that are required for the Oda tensor. Rather than determining K directly from these
statistics using the Oda Tensor approach, the numerical approach stochastically generates discrete
fracture networks, computes the hydraulic backbone by eliminating dead-end segments and isolated
clusters, and solves for flow. In 2D planar representations of fracture networks, determination of the K
tensor requires two different boundary conditions to compute each component of the K tensor (Figure
8.5). This same method can be used to compute the full 3D tensor by first generating a 3D fracture
network and projecting the fracture network onto corresponding x-y, y-z and x-z planes and solving for
flow in 2D. Each of these planes requires two sets of boundary conditions as illustrated in Figure 8.5.
This process is further illustrated in a case study below. Alternatively, 3D discrete fracture network
simulators can be used to compute each of the tensor components given specified boundary conditions.
Like its 2D counterpart, the use of 3D DFN simulators also requires various configurations of boundary
conditions for computation of individual components of the K tensor.

The application of a tensor to model flow in fractured rock depends on two criteria. The first criterion is
that representative elementary volume (REV) conditions are met (e.g., Bear, 1972; Long et al., 1982;
Klimczak et al., 2010). The REV approach assumes that hydraulic conductivity oscillates heterogeneously
within a volume of fractured rock until a specific volume scale is reached where K becomes more or less
constant (homogeneous) (Figure 8.6). Thus, the REV represents a volume scale at which variability of
fracture attributes, including network connectivity and range of K for individual fractures, has been
sufficiently sampled and perturbations caused by scale effects are effectively averaged. Fractured
media is extremely complex and REVs do not exist for some networks at any scale, particularly for sparse
networks with low power-law length exponent values (a < 2) (Klimczak et al., 2010). In general, the
denser a network the more quickly an REV can be established. This is because dense networks tend to
have shorter fractures and are well connected, effectively homogenizing the network over shorter
volume scales.
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Figure 8.5: lllustration depicting the application of two sets of linear boundary conditions used to
solve for individual components of the K tensor in the x-y plane.

v

Volume

Figure 8.6: lllustration of the representative elementary volume (REV) concept where (in this case)
hydraulic conductivity becomes homogenous (constant) after a volume scale is reached. Note that
not all fractured media exhibits REV in K.

The second criterion for the application of a K tensor is that it must be symmetric with orthogonal
principal components. The symmetry of the tensor is more difficult to compute as it involves the
rotation of a generated, site-specific DFN by small increments and solving for flow under the same
boundary conditions as presented in Figure 8.5. Under these conditions, a symmetric tensor in 2D will
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form an ellipse with orthogonal major and minor ellipses (Figure 8.7). In 3D, the K tensor will form an
ellipsoid. The REV and tensor symmetry concepts will be further illustrated in the following example
using site-specific fracture data.

Case Study Example: Lower Carbonate Aquifer in Southern Nevada

The LCA3 is a hydrostratigraphic unit located on the Nevada National Security Site (NNSS) in the vicinity
of the Rainier Mesa Corrective Action Unit (Area 12). The LCA3 label denotes a deep or Lower
Carbonate Aquifer of Paleozoic age rock that underlies a large portion of the NNSS; the '3' indicates that
this unit is a thrust wedge of the LCA higher in the stratigraphic sequence than the non-thrusted LCA.
The LCA3 is densely-fractured and has very low matrix hydraulic conductivity (on the order of 10™ m/s).
Thus, the hydraulic conductivity of the LCA3 is fracture dominated.

Hydraulic Conductivity Ellipse
317Y

2

Figure 8.7: Theoretical hydraulic conductivity ellipse in the x-y plane where the principal directions
of hydraulic conductivity, Ky and K, are oriented 30 degrees from the x-axis. The major and minor
axes of the ellipse are represented by VK, and \/Kyryrwhere Ky and K, are equal to 5 and 2 m/d,
respectively. If this data represented a field site the model grid should be rotated 30 degrees about
the x-axis to be consistent with the principal directions of hydraulic conductivity.

Single well hydraulic tests performed on wells ER-12-3 and ER-12-4 yield saturated K values that range
between 10 and 10® m/s, respectively (SNJV, 2006a,b). Both of these wells each have over 100 meters
of screened interval open to the LCA3, and hence, these values represent an average or 'effective' K at
these two locations where only a single value of K is applied to the entire system. While hydraulic tests
over large screened intervals are very useful in determining ranges of effective K values for densely
fractured rock, directional anisotropy cannot be determined from these tests alone, unless multiple
monitoring wells are used. In this case, the NNSS has very deep (~800 m) vadose (unsaturated) zones
and the cost of drilling precludes the installation of any, let alone multiple, monitoring wells for
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purposes of hydraulic testing. It is important to note that fractured rock exhibits very complicated
network geometry and connectivity, and the installation of multiple monitoring wells is no guarantee for
effective determination of fractured rock anisotropy.

Fractured rock anisotropy is a result of the structure of discontinuous fracture networks (i.e., number of
fracture sets of their orientation, length and density), which can lead to the condition K, Z K, Z K,. To
support simulations of flow and radionuclide transport predictions, it was deemed critical to define the
anistropy of the LCA3. This involved computation of the K tensor according to collected fracture data.
Available fracture data from the LCA3 consists of (Boyle, 2003):

e Dolomite Hill core hole (aperture and frequency/spacing)
e Right rib U12e south drift (orientation, length, and frequency/spacing)
e Qutcrops near U12e tunnel south portal (orientation, length and frequency/spacing)

The Dolomite Hill core hole is a 365 m deep core hole within the LCA3 that is located approximately 300
m southeast of the U12e tunnel south portal, the location of the other two data sets. The right rib of
the U12e south drift consists of a 17 m long subsurface exposure of the LCA3 along a tunnel drift. Two
transects of approximately 20 m and 15 m, oriented E-W and N-S, were used to measure fracture
attributes at outcrops of the LCA3 near the U12e tunnel south portal (Figure 8.8).

Figure 8.8: Outcrops near U12e tunnel south portal where transects 1 (left) and 2 (right) were used
to collect fracture data. Transect 1 is 20 m in length and is orientated approximately N-S; Transect 2
is 15 m in length and is oriented approximately E-W. Data along these two transects was collected
from fractures with lengths greater than 0.45 m (1.5 ft).

Characterization of the LCA3 involved analysis of fracture data to assign distributional properties of
fracture orientation, length and aperture and values of frequency/spacing. Poles-to-fracture
orientations (strike and dip) were first projected to a southern hemisphere stereonet. Contour plots of
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pole density revealed two steeply-dipping fracture sets with orientations of 227°, 81° and 292°, 71°, and
prior probabilities of 0.64 and 0.36, respectively (Figure 8.9, left).

The fracture aperture data set is exclusively from the Dolomite Hill core hole at depths greater than 173
m (450 ft) below land surface. This cutoff depth was selected due to an abrupt transition to smaller
aperture values that are considered more representative of apertures in the LCA3 at depth. The cutoff
depth of 173 m below land surface may approximate the extent of surface weathering at the top of the
LCA3 (Boyle, 2003). Aperture data from the underground drift and two surface outcrops were not used
in this analysis as the lack of confining stress artificially dilates fracture apertures. An empirical
relationship: K, =0.558K_is used to adjust mechanical aperture K, to hydraulic aperture K}, (Kwicklis,

1998) prior to distributional analysis. Hydraulic aperture values from the Dolomite Hill core hole best fit
a lognormal distribution with log;o mean and standard deviation of aperture of -3.75 and 0.39 m prior to
log transformation (Figure 8.9, right). The average fracture aperture is 187 microns which is a very
reasonable value for fracture aperture (typically in the range of 50 to 350 microns). These values are
used to assign transmissivity to the fractures via the cubic law (egn 4.34).

Figure 8.9: Stereonet plot (left) showing lower hemisphere projection of fracture poles (n=176)
along with pole density contours. The orientation data indicate two steeply dipping fracture sets
with strike and dip orientations of 227°, 81° and 292°, 71°, and prior probabilities of 0.64 and 0.36,
respectively. Histogram of fracture aperture (right) indicates a satisfactory fit to a lognormal
distribution with log,o mean and standard deviation of aperture of -3.75 and 0.39 m prior to log
transformation. Average fracture aperture is 178 microns. Note that the best fit lognormal
distribution values listed in the figure represent the equivalent of the parameters given for a log
base e distribution.
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Figure 8.10: Histogram (left) and probability plot of fracture lengths (right) indicate a good fit to a
lognormal distribution with log;, mean and standard deviation of fracture length of -0.09 and 0.43 m
prior to log transformation. Average fracture length is 0.8 m. Similar to Figure 8.6, best fit
lognormal distribution values listed in the figure represent the equivalent of the parameters given
for a log base e distribution.

Analysis of fracture lengths collected from the surface and subsurface exposures for fractures with
lengths greater than 0.45 m (1.5 ft) indicate that fracture length best fits a lognormal distribution (Figure
8.10). The use of a lognormal distribution in this analysis is somewhat contrary to the previous
discussion of power law fracture length distributions in section 4.5.2, and likely arises for two reasons.
First, the surface and subsurface exposures are limited in scale and this may cause larger fracture
lengths to be truncated in the data set. Second, the LCA3 is very densely fractured, which can cause a
truncation in fracture length and produce a lognormal distribution. Analysis of the distribution of
fracture length for power-law tails yielded a weak power-law trend with power-law exponent of a = 2.5
(not shown). Networks with power-law exponents of a = 2.5 or greater are dominated by very short
fractures (Figure 8.3), and the utility of power-law distributions in describing a continuum of lengths is
somewhat lost. Given the dominance of short fractures (average length is 0.8 m) and goodness of fit of
the data, a lognormal distribution of fracture length with log,, mean and standard deviation of fracture
length of 0.09 and 0.43 m prior to log transformation is used to describe fracture length.

Fracture spacings from data sets collected from the Dolomite Hill core hole and right rib underground
drift are oriented sub-optimally relative to the fracture set orientations. For this reason, 1D fracture
frequency and density is computed exclusively from the two transects on the surface exposures. These
transect lines produce an average fracture frequency value of 5.5 fractures per meter. The inverse of
this calculation produces average fracture spacing which is 0.18 m. We consider networks with spacings
under 1 m to be densely fractured, so a 0.18 m fracture spacing corresponds to a very dense network.
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The fracture analyses outlined above are then used to reproduce three-dimensional DFN networks
consist with site-specific data. These networks are not shown due to challenges in visualizing 3D
networks with high fracture density. The process of generating the DFNs involves the generation of
individual fractures according to: (1) fracture location via a random point process, (2) orientation via a
Fisher distribution consistent with prior probabilities for each set, (3) fracture length via a lognormal
distribution and (4) fracture transmissivity via a lognormal distribution of apertures and the cubic law.
This process is repeated until the fracture density criterion of 0.18 m is satisified. The 3D DFNs are then
projected onto planes aligned with the Cartesian coordinate system for computation of the K tensor
(Figure 8.11), i.e., the x-y, x-z and y-z planes. Two sets of these boundary conditions, consistent with
Figure 8.5, are used to establish orthogonal flow directions for computation of the diagonal and off-
diagonal components of the K tensor for each plane:

_ Kxx ny — Kxx sz _ KW KVZ
ny_plane - K K ’ sz_plane - K K ’ Kyz_plane - K K . (813)

yx vy X 2z zy 2z

Fifty statistically-equivalent fracture network realizations are used to generate these tensor values for
the LCA3. The K tensor [m/s] for the LCA3 is then computed through arithmetic averaging to determine
the mean value for each component:

K K. K 6.6x107 6.1x107 6.0%x10°

XX Xy Xz
Ko =| K, K, K,|=|3.8x107 9.7x107 3.0x107 |.
K, K, K,| |9.6x10" 4.7x10° 8.8x10°

The principal components of the K tensor are then computed by taken the eigenvalues of the tensor
matrix:

K =K 3.2x1077
K = K, =K = 1.3x10°° .
K =K 7.6x107®

The LCA3 K tensor honors network structure and resultant anisotropy and overall ranges of hydraulic
conductivity measured from hydraulic tests. Values of the K tensor for Ki,, K,, and K;, are 3.2x107,
1.3x10°®, and 7.6x10® m/s, respectively. The overall or effective K of the system, computed by taking
the geometric mean of the tensor components, is:

K ective = exp[(longx +logk,, + IogKZZ) /3] =3.2x10"" m/s. Recall that "effective" estimates of K for the
LCA3 range from 10 to 10® m/s based on single well hydraulic tests at ER12-3 and ER12-4 over large

screened intervals, and the effective K value is in the middle of this range. Higher values of K, and K,
reflect the higher degree of connectivity in the horizontal plane than the vertical plane.
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Figure 8.11: Generated three-dimensional fracture network from site-specific LCA3 fracture data
projected onto x-y, x-z and y-z planes. Components of the K tensor are then computed for each
fracture plane by applying the two sets of boundary conditions shown in Figure 8.5.

8.3 Hillslope Drainage Network Design for Fractured Rock

The information contained in this manual is intended to assist in the design of hillslope drainage
networks in fractured rock. The first step in designing a hillslope drainage network in fractured rock is to
collect site-specific fracture data. This field data can then be analyzed to determine distributional
properties of orientation, length, aperture and hydraulic conductivity/transmissivity and values of
fracture density. Generation of discrete fracture networks from this data provides valuable insight into
the structure and flow characteristics of the underlying fracture networks. These networks can also be
used to compute equivalent hydraulic conductivity tensors that serve as a basis for evaluating the
efficiency of hillslope drainage networks in lowering pore pressures using the MODFLOW framework in
this manual.

One limitation of the equivalent-hydraulic-conductivity tensor approach, as applied to the MODFLOW
grid, is that the use of a tensor assumes that the network at the scale of the MODFLOW grid cell is well-
connected. The well-connected assumption, in part, can be satisfied through an analysis to determine
the scale at which the Representative Elementary Volume (REV) is valid. However, rock fracture
networks exhibit high degrees of heterogeneity in both geometric and hydraulic properties, and certain
fracture characteristics, namely fracture length, spacing, and variance of transmissivity, can lead to
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networks with irregular connectivity and highly focused flow. REV conditions for these cases may not be
satisfied and the tensor approach cannot be utilized.

In this Section, an additional analysis focusing on the intersection of hillslope drainage networks with
dominant flow fractures is performed. Intersecting "dominant" fractures is absolutely critical to
successfully lowering fluid pore pressures and achieving hillslope stabilization. This analysis is directly
performed on models of discrete fracture networks generated from both synthetic and site-specific
data. The results of this analysis are valid regardless of REV assumptions, since the analysis itself is
performed directly on the discrete fracture networks and no up-scaling is introduced.

8.3.1 Differentiating Fracture Types
Discrete fracture networks are analyzed for intersection with three fracture types: all fractures,
hydraulic backbone fractures, and dominant fractures. "All fractures" refer to all fractures presentin a
rock mass, whereas "hydraulic backbone" fractures refer only to the interconnected fractures of the
hydraulic backbone. This concept can be readily visualized in Figures 8.1 through 8.3 in this section.
"Dominant" fractures, as defined in this subsection, refer to fractures of the hydraulic backbone that
conduct flow exceeding a specified value:

Global DFN Flow

Dominant Fracture Flow = (8.14)
Number of Boundary Fractures/2

where flow through a dominant fracture must equal or exceed the total flow through a DFN realization
normalized by the number of boundary fractures. Boundary fractures intersect the outside of the DFN
model boundary and are responsible for all flow in and out of the model domain. Half of the boundary
fractures are used because global DFN flow represents the net flow through a network, and on average
approximately half of the boundary fractures conduct flow into the network and approximately half of
the boundary fractures conduct flow out from the network.

The use of a robust mathematical definition of dominant fractures in (14) is necessary for comparing
networks with different degrees of heterogeneity in transmissivity, defined by the log variance of
transmissivity, log(o7) (Figure 8.12). In the following intersection analysis, "successful" hillslope drainage
attributed to lowering of pore pressures depends on the intersection of dominant fractures with
horizontal hillslope drains.
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Figure 8.12: Ranked plots of flow through individual fracture segments of the fracture backbone
along with the identifican of dominant fractures (left). Flow through individual fracture segments of
the hydraulic backbone with line thickness proportional to segment flow (right). The plots are made
from networks with identical geometric network properties (a=2.0, 8=+45°,k=20, p.p=1.5 m/m?)
with log(ok) = 0 (top) and log(ok) = 1 (bottom). Note that networks with homogenous distributions
of K (log(ok) = 0) contain many dominant fractures (top), whereas networks with heterogeneous
distributions of K (log(ok) = 1) exhibit focused flow through a small subset of fractures of the
hydraulic backbone (bottom).
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It is important to understand that fracture networks are highly heterogeneous and that standard
deviations of transmissivity on the order of log(o;) = 1 are typical for natural networks. Note that log(oy)
=1 represents fracture networks with transmissivity values encompassing 5-6 orders of magnitude!
Consistent with field observations, the discrete fracture network simulations show that a subset of all
the fractures belong to the hydraulic backbone and conduct flow, and only a very small subset of the
hydraulic backbone fractures conduct the majority of flow across a network for log(ox) = 1. This
prevalent feature of fracture networks emphasizes the need for the directional fracture intersection
analyses described below.

8.3.2 Fracture Intersection Analysis

Intersection of horizontal hillslope drainage networks is determined by projecting domain spanning
scanlines across the networks and recording intersections of all three fracture types: all fractures,
backbone fractures and dominant fractures. The number of intersections is then normalized by the
scanline length to provide an average distance of intersection for each the three fracture types.
Fracture networks are spatially discontinuous features with non-random orientations, and the scanline
orientation is rotated from 0 to 360 degrees in 5 degree increments to fully capture the directional
dependence on intersection distances. This process is repeated for 100 DFN flow realizations and
ensemble (the average of all realizations) trends are computed. This analysis assumes that these
scanlines represent the sampling of a fractured medium with a horizontal drain of varying orientation.
Distances of scanline intersection with dominant fractures represent horizontal drain lengths necessary
for successful drainage of a rock mass. These distances may or may not have directionally dependence
as illustrated in the following examples.

A systematic analysis using both synthetic and site-specific fracture data is conducted to understand the
influence on fracture orientation, length, density and transmissivity on ensemble intersection trends.
Differences in intersection trends between single fracture network realizations and ensemble-averaged
trends are both qualitatively and quantitatively defined. All fractured rock masses are unique and will
need to undergo this analysis to enhance the probability of success in lowering pore pressures;
however, the following sections provide detailed information on how fracture network properties
influence hillslope drainage network design.

8.3.2.1 Influence of Fracture Length and Transmissivity

Discrete fracture networks are generated according to synthetic parameter sets to allow for systematic
study of specific fracture attributes on intersection distances. Since network connectivity and global
flow are highly dependent on distributions of fracture length and transmissivity, the influence of these
parameters on intersection distances is explored first. Six sets of discrete fracture networks consisting
of a=1, a=2 and ag=3, with standard deviation of transmissivity described by log(o;)=0 (homogeneous)
and log(or)=1 (heterogeneous). These networks all consist of two fracture sets with orientations of +45°
and deviations in orientation described by x=20.
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Radial plots of distance r as a function of angle #describe the distance of intersection for all fractures,
backbone fractures and dominant fractures (Figure 8.13). The top half of Figure 8.13 from left to right
describe the influence of these fracture trends with increasing values of a given log(og)=0. For the most
part, trends of intersection for all fracture types are similar in distance, with the exception that the
intersection distance of the all fracture and hydraulic backbone groups are very similar for the a=1
networks. This indicates that even though the a=1 networks have a larger fracture spacing in these
examples, many of these fractures are connected to the hydraulic backbone, because the a=1 length
distributions favors longer, domain-spanning fractures.

The effect of deviations in transmissivity about the mean value is readily observed during visual
inspection of the top (log(o;)=0) and bottom (log(o7)=1) plots. Heterogeneity in transmissivity greatly
extends intersection distances for the dominant fractures from approximately 3-4 meters to 6-10 meters
along the Cartesian coordinate axes. This reflects the trends shown in Figure 8.12 where increasing
heterogeneity effectively concentrates flow through a smaller subset of fractures increases the spacing
of dominant fractures. Larger intersection distances with increases in log(0x) indicate that the number
of total fractures intersected by a horizontal drain on average needs to effectively double
(approximately 3 to 6) to ensure that a dominant fracture is intersected.

As a final comment, the square shape of average intersection distances signifies a directional
dependence on hillslope drain length. If the radial distance to dominant fractures were equal, then the
overall shape of these intersection trends would be described by a circle of constant radius as shown
later. Rather, the square shape indicates that the distance to intersection with all types ranges from a
minimum along the Cartesian coordinate axes to a factor of V2 at the diagonals. This pattern reflects
the mean fracture set orientations of +45°, where the minimum distance represents the angles of
maximum intersection by the two fracture sets (0°, 90°, 180°, 270°), and the maximum distance
represents the diagonals, where intersection of the scanline is reliant on only one fracture set as the
other fracture set is parallel to the scanline.

8.3.2.2 Influence of Fracture Set Orientation and Density

Previous intersection analyses have focused on networks containing two fracture sets orientated at
145°. In this section, networks with a=2 and p,p=1.5 m/m? are utilized to study the influence of fracture
set orientation and density assigned to individual fracture sets on resultant intersection distances.

Intersection trends with fracture set orientation of +45° are square with the largest distances to fracture
intersections coinciding with mean fracture orientation (Figure 8.13). Changing mean fracture set
orientation from #45° to +90° effectively rotates the square shape to a diamond where the largest
intersection distances of fracture intersection coincide with mean fracture orientation (Figure 8.14 left).
Changing values of xKused to describe variability in fracture orientation about the mean was observed to
only slightly alter overall intersection trends (not shown). The use of a random fracture orientation
results in circular intersection trends absent of directional dependence (Figure 8.14 center). In this case,
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Figure 8.13: Directional distances of scanline intersection with all fractures (red), backbone fractures
(green) and dominant fractures (blue) for a=1 (a,d), a=2 (b,e) and a=3 (c,f). All networks contain 2
fracture sets with orientations of +45° with each set having equal density. Plot axes all have the
same scale for consistent visual comparison. Values of r denote radial distance of average fracture
intersection distance (meters) to each fracture type according to angle £. Note how intersection
distances for all fractures and hydraulic backbone fractures are more or less consistent for values of
a, and that intersection distances for dominant fractures are highly dependent on values of
log(ok)=0 (top, a-c) and log(ox)=1 (bottom, d-f).

the design of a hillslope drainage network would not need to preferentially scale drain length as a
function of 8. Trends of intersection plots, whether square, circular or diamond in shape, all exhibit
symmetry related to fracture orientation. This is specifically caused by the use of two fracture sets with
orthogonal orientations (or random in the case of Figure 8.14 center) and assigning an equal number of
fractures to each set. These fracture network parameters were intentionally held constant to
investigate the influence of fracture length and transmissivity. However, prior probability, defined as
the ratio of fractures applied to each fracture set, is commonly unequal for natural fracture networks.

The effect of unequal distribution of fractures among each fracture set is evaluated by assigning 20%
and 80% of fractures to the -45° and 45° sets, respectively (Figure 8.14 right). This effectively yields a
fracture spacing that is 4 times lower along the 45° fracture set than the -45° fracture set. This type of
unequal fracture distribution results in strongly skewed and asymmetric plots with the smallest
intersection distances along -45° (due to intersecting the 45° set with higher density), and largest
intersection distances along 45° (due to intersecting -45° set with a more sparse density).
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Figure 8.14: Influences of orientation and density on ensemble intersection trends with all fractures
(red), backbone fractures (green) and dominant fractures (blue) for networks containing two
fracture sets with a=2 and p,,=1.5 m/m?. The previous intersection analyses contained networks
with two fracture sets orientated at +45°. For these networks, intersection patterns were square
and the largest distances to fracture intersections coincide with mean fracture orientation. The use
of two fracture sets oriented at +90° (left) effectively rotates the square shape to a dimond where
the greatest intersection distances coincide with mean fracture orientation. Use of random fracture
orientation (center) results in circular intersection plots absent of directional dependence. Unequal
weigths assigned to each fracture set can greatly skew directional intersection trends (right), where
20% and 80% of fractures are assigned to the set with orientation -45° and 45°, respectively.

8.3.2.3 Deviations between Individual Realizations and the Ensemble

Thus far, the analysis has focused on ensemble-averaged trends from a total of 100 individual fracture
network realizations. Spatial configuration and structure of fracture networks are highly uncertain, and
this is reflected in the fracture generation methodology itself. To study deviations of individual
realizations with the ensemble trends, individual realizations (light gray) are plotted against the
ensemble (dark blue) in Figure 8.15 for networks with a=1, =+45°, k=20, and log(ox)=1. This is the
same network shown with ensemble trends in Figure 8.13d.

Variability of intersection distances to dominant fractures for 100 individual realizations about the
ensemble is large, with the majority of realizations clustered around the ensemble mean and a small
subset of individual realizations showing extreme variability (Figure 8.15a,b). For example, some
scanlines for specific network realizations intersect only 1-2 dominant fractures, which generate
intersection distances in excess of 40-50 meters. No dominant fractures were intersected along a given
angle ffor a very small subset of realizations.

To restrict variability to a quantitative limit, 95%-confidence intervals are computed from the 100
intersection distance trends (Figure 8.15c,d). The most important confidence interval for the purpose of
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hillslope drainage network design is the 95" percentile, as this metric defines the distance necessary to
intersect at least one dominant fracture for 95% of the simulations. This is the distance that will be used
later on to guide directional length of hillslope drains for the site-specific networks.

It is apparent from examination that the 95" percentile is not fully formed and its shape is inconsistent
with the square shape exhibited by the 5" percentile and ensemble mean (Figure 8.15c). The shape of
the 95™ percentile should be approximately square with a larger length scale than the mean. The 95"
percentile trend in Figure 8.15c is a result of undersampling from 100 realizations, and it is anticipated
that nearly 10,000 realizations would need to be run before the 95" percentile trend would be
stabilized. However, this high number of realizations is not computationally feasible for this analysis.

Instead, a modified 95™ percentile is determined by first averaging the distance defined by the 95™
percentile over all £ The ensemble intersection distance trend is normalized by its average, and the
normalized ensemble trend is then multiplied by the 95 percentile average. This process generates the
modified 95™ percentile curve (red) in Figure 8.15d that is remarkably similar to the trend of a perfect
square (dotted pink). This check validates that the constructed 95" percentile trend correctly
reproduces the square shape observed in the 5 percentile and ensemble-mean plots.

8.3.2.4 Site-Specific Fracture Networks

The directional-intersection analysis method is applied to two sets of site-specific fracture data in this
subsection. The first field site is the Lower Carbonate Aquifer (LCA3) located on the Nevada National
Security Site (NNSS), and the second is the Climax Fractured Granite Stock also located on the NNSS.

The statistical analysis of fracture data is presented in the case study within Section 8.2.2. To briefly
summarize, the LCA3 fracture networks are very dense (0,,=6.9 m/m?), with two sets of non-orthogonal
fractures with strikes of £,=227° and £,=292° and prior probabilities equal to 0.64 and 0.36, respectively.
This translates to networks with two non-orthogonal fracture sets separated by 65° and an unequal
distribution of fractures between the sets, where one set contains approximately two-thirds of the
fractures. These factors result in skewed intersection distance trends (Figure 8.16).

The Climax stock is an intrusive, densely-fractured (0.,,=4.3 m/m?) granite body on the NNSS that was
characterized and analyzed for flow and transport properties by Reeves et al. (2010). This rock mass
was subjected to multiple fracturing events under various stress-field configurations, which reflects the
multiple groups of fracture orientation (Table 8.2). All fracture sets were assigned fracture lengths
according to a power-law distribution with exponent a=1.6, and transmissivity according to a lognormal
distribution with log(o7)=1.0.

Networks for the Climax stock were generated in 3D according to stochastic methods presented in the
manual, and then mapped to horizontal 2D planes. Despite the presence of so many fracture sets, the
resultant intersection distances for all fracture types are nearly circular (Figure 8.17).
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Figure 8.15: Variability of intersection distances to dominant fractures for 100 individual realizations
about the ensemble-averaged trends for a=1, k=20, 6=+45°, and log(gx)=1. This is the same network
simulations shown in Figure 8.13d. These plots show a high degree of variability about the mean
(a,b). To provide quantitative estimates of the uncertainty about the ensemble average, 95%
confidence intervals are computed from the individual realizations (bottom). These plots indicate
that the 5 percentile and mean trends are well-developed and follow a square trend, yet the 95™
percentile is irregular due to incomplete sampling of the fracture network parameter space. The
modified 95™ percentile shown in (d) was developed by taking the mean of the irregular 95
percentile over all §, and rescaling the mean trend. This method worked well in preserving the
amplitude and frequency of the 95" percentile, as shown by the good match to the theoretical trend
for a perfect square (dotted line).
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Figure 8.16: Intersection distances for the LCA3 for all fracture types (left) and trends of distance to
dominant fractures for ensemble mean with 95% confidence intervals (center, right). Note how the
non-orthogonal fracture sets and non-equal number of fractures in each set leads to a skewed
trends.

Table 8.2. Fracture properties for each of the six identified fracture sets from Reeves et al. (2010).

Set1 Set 2 Set 3 Set4 Set5 Set 6

Prior Probability | 0.04 0.15 0.12 0.16 0.15 0.38

Mean Strike (°) 125 317 360 321 289 48

Mean Dip (°) 19 25 85 83 82 80

Dispersion (K) 65 37 33 24 23 18

Figure 8.17: Intersection distances for the Climax granite stock for all fracture types (a) and trends of
distance to dominant fractures for ensemble mean with 95% confidence intervals (b,c). Note that
the presence of multiple fracture sets with of several unique orientations creates intersection rends
that are nearly circular.
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8.3.3 Summary

Monte Carlo analyses of global flow for networks with a=1, a=2, and a=3 with comparable background
densities indicate that total network flow decreases as values of a increase. This trend is further
amplified under the influence of heterogeneous distributions of fracture transmissivity. Networks with
a=2 exhibit the greatest variability in flow about the mean, following by a=3 and a=1 networks.
Surprisingly, the long, domain-spanning fractures in a=1 networks result in the least amount of flow
variability about the mean. The large degree of flow variability for a=2 networks likely reflects variability
in backbone structure and connectivity caused by combinations of both short and long fractures.

An analysis of the distance of intersection with three defined fracture types was conducted. The
analysis systematically identified the influences of fracture length, transmissivity, orientation and
density on directional intersection trends. The overall shape of the intersection distances is highly
sensitive to mean fracture orientation, where minimum and maximum distances to two sets of
orthogonal fractures coincide with the directions most perpendicular and parallel to the mean fracture
set orientations, respectively. All examples, regardless of fracture network attributes, indicate that
many fractures need to be intersected on average before a dominant fracture is crossed. The spatially
discontinuous nature of fracture networks and large variability in transmissivity indicates that a high
degree of variability exists between individual realizations and ensemble averages. For example, the
sampling scanline for a very small subset of individual fracture network realizations did not intersect a
dominant fracture. To account for this variability, it is suggested that the horizontal drain length is
scaled according to the distance defined by the 95" percentile. This concept is illustrated by Figure 8.18,
where the length of individual drains is scaled to the directional dependence of the 95" percentile trend
for the LCA3 and Climax granite stock fracture statistics.

Figure 8.18: Discrete fracture
network realization and resultant
hillslope drainage network for LCA3
(a,b) and Climax (c,d). Drain length
as a function of is based on the 95™
percentile trend. Note that the
drainage network is more symmetric
for Climax than for the LCA3, and
that hillslope drain lengths are three
times larger for the Climax site
(~30m) than for LCA3 site (~10 m).
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A result of this analysis not yet discussed is the possibility that some sparsely fractured networks may
require drain lengths (or drain densities) that are not economically feasible for successful dewatering.
As an example, average drain length for the Climax site is approximately 30 meters. This calls into
guestion the practice of installing horizontal hillslope drains prior to a rigorous analysis of fracture
network statistics. It is highly recommended that the intersection analysis contained in this section be
conducted prior to the design and installation of drainage networks in fractured media.
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Chapter 9
Summary

9.1 Concluding Remarks

Every drainage problem is unique, in which experience and expert opinion cannot be superseded.
However, a framework for drain design can aid practitioners with quantitative analysis to reduce ad-hoc
decision making. The proposed methodology requires a conceptual model of the site for proper
assessment of data collection, water balance and site complexity. A description of important
parameters for hydrologic and geotechnical assessment is provided along with a variety of techniques to
estimate these parameters, as well as the spatial and temporal scale of collection.

An iterative approach is given for determining the minimum drain construction to lower water levels
enough to keep the factor of safety (FOS) greater than 1.2 (refer to Figure 7.1). Simple systems may
only require an analytic approach to computing maximum water levels. Techniques are supplied for
steady state conditions given a flat surface (Hooghoudt, 1940), a sloped surface less than 10° (U.S.
Department of the Interior, 1978) and a discussion is provided on the influence of recharge and
hydraulic conductivity on drainage design (Lesaffre, 1987). Analytic equations for transient solutions for
a flat surface (U.S. Department of the Interior, 1978) are given for different drain depths with respect to
the impermeable barrier as well as for sloping surface with a declining water table over time (Skukla et
al., 1999). Past research has found that flow to ditches; water table elevation and the rate of water table
decline were independent of slope for slopes less than 15-30% (Luthin and Guitjens, 1967; Fipps and
Skaggs, 1989). For these relatively shallower slopes, flat-surfaced assumptions can be maintained with
little error. In all cases drainage design based on analytic (and graphical) approaches is focused only on
drain spacing or the location of the first interceptor drain in a sloped system. However, analytic results
can be used to assess impact of system response to lowering the overall water table prior to a rapid rise
caused by a large storm event. This emphasis is concordant with Rahardjo et al. (2003) who found that
horizontal drain placement should stress the overall lowering of the water table, not the direct capture
of infiltration. Therefore, analysis does not focus on emergency drain placement. Analytic equations
can also guide practitioners on the rapidity of water table drawdown given a specified drain spacing and
depth, and provide a first-cut on drain efficiency.

Irregular drain networks, heterogeneous or anisotropic aquifer conditions, complex slope geometry as
well as fractured rock network may mandate a numeric modeling approach. To create an effective and
verifiable numeric model necessitates a full understanding of the assumptions applied, can require
significant amounts of data, and be expensive to build. However, numeric models can more fully
incorporate data into a unified conceptual rendering of the site so that personnel can make more
informed decisions on managing the system. An idealized cross section (chapter 7.2) shows that shallow
drains are relatively ineffective at lowering water levels, while drains are most effective when placed at
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the lowest elevation possible. If installed a significant distance into the hillslide at the lowest possible
elevation, drains will capture the majority of groundwater and have the largest effect on lowering the
water table. Drains located in the upper region of a slope are found to have no real significance if
additional deeper drains are in the lower part of a slope. The water table will eventually be reduced to
the lowest drain level and any drains above the lowest-most drain will no longer be effective. The only
exception to this rule might be for site conditions that have the ability to setup significant perched water
table conditions.

To aid the practitioner, idealized sites for translational (chapter 7.4.3) and rotational (chapter 7.4.4)
failure are modeled over a range of hydraulic properties. Water level sensitivity to hydraulic
parameters, drain efficiency, storm design and recharge characteristics are also presented.

For translational failure, examples are given for model development given no data collection (i.e. no
model calibration), and for a situation where data has been collected (calibration procedure provided).
Stability analysis finds that thin geologic sections susceptible to slope failure are most sensitive to
increased water levels in the upper regions of the slope, and less sensitive to groundwater seepage in
the toe region. Slopes comprised of silt, sandy silt, clayey sand or till with low storage cannot be
stabilized with horizontal drains alone. Slopes containing fine material, but higher storage potential can
be stabilized with long drains extending to the upper reaches of the slope. While groundwater seepage
in the toe region is not important to FOS calculations, seepage can be mitigated by increasing drain
density and adding short length toe drains. Modeling results find that FOS is sensitive to anisotropy, with
fine soils not stabilized for K, = 10K, (i.e. VKA = 10). For silty and fine sands (K, = 1 ft/d) with low storage
and isotropic or mildly anisotropic (VKA = 2) conditions, short length drains in the toe region of medium
spacing are sufficient to raise FOS>1.2. Drains should be lengthened to the upper slopes and drain
density increased for medium anisotropy (i.e. VKA = 5), and no drain array will work for large anisotropy
(VK=10). Silty and fine sands with higher storage will not require any horizontal drains. Likewise, well
sorted sands and glacial outwash should not need horizontal drains to improve stability. Increasing
anisotropy in both cases, however, may necessitate drains reaching to the upper slope.

Rotational failure analysis considered for two scenarios: failure along the entire slope and failure in the
toe region only. Groundwater seepage prevails in the toe region during large storm events with simple
fan arrays placed in the toe region capable of lowering water levels enough to mitigate seepage. Whole
surface failure for the conditions modeled is unlikely, but rotational failure in the toe region is very high
for lower conductive materials such as silt, sandy silt, clayey sand or till. It may not be possible to
stabilize toe-slides for fine materials with low storage since no drain configuration tested was able to
achieve FOS>1.2. However, increasing drain density in the toe region comes close for anisotropy < 5,
with the potential for mitigated risk decreasing substantially for VKA > 10. For higher storage conditions
in low conducting soils and isotropic conditions a low density arrangement of toe-drains will suffice.
Density of drains should be increased for more anisotropic soils. More conductive soils only require low
density toe-drains to mitigate failure.
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Chapter 8 on flow in fractured rock and network design represents a special problem for slope stability.
Fractured rock typically has little or negligible porosity and permeability in the rock matrix itself.
Instead, connected networks of discontinuous fractures impart secondary porosity and permeability.
The primary focus of the discussion on fractured systems is two-fold. First, methods are presented to
determine the equivalent hydraulic conductivity of fractured rock. These equivalent hydraulic
conductivity values can be directly input into the hydrologic modeling framework presented in Chapter
7. Secondly, the stochastic approach, and associated implications of drainage network systems in
fractured rocks are presented with case studies located on the Nevada National Security Site. Itis highly
recommended that drain installation only be done following a rigorous analysis of fracture network
statistics and intersection analysis to avoid costly and perhaps not economically feasible, solutions to
drainage design.

The purpose of the manual is to provide a single comprehensive reference for geotechnical engineers
and hydrogeologist on designing horizontal drainage systems to improve slope stability. Guidelines are
provided for translational and rotational failure and consider fractured systems. Basics of hydrogeologic
and geotechnical terminology, site characterization and conceptualization, groundwater modeling
techniques and template projects help to guide the user with respect to identifying important
parameters to drainage design. Type of failure, along with hydraulic properties of hydraulic
conductivity, specific yield and anisotropy are found important to effectiveness of drain design. It is
hoped that with greater understanding of drainage systems in sloped surfaces, that results become
more predictable and performance of drainage networks is improved while simultaneously lowering
expenditures for slope stabilization.
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Appendix A

Definition of Symbols Used

Geotechnical Symbols
Units Definition: L = Length; M = Mass; T = Time; F = Force (ML/T?)

Symbol units definition
a degress inclination of the base to the horizontal
b L width of each slice in FOS calculation
B degress inclination of slope from the horizontal
c' F/L? cohesion
inclination angle for normal force acting on side of
0 degress )
slice
Ei Es F normal force acting on the sides
@' degress friction angle
FOS dimensionless factor of safety
y F/L3 unit weight of dry soil
V sat /0 unit weight of saturated soil
Vw /L unit weight of water
h L height of slice measured on the center line
/ L length of base of slice
mz L depth of water table above failure plane
N F normal force acting on base
N' F effective normal force
r L radius of circular arc defining failure surface
g' |:/|_2 effective normal stress
T F shear force
) shear strength that must be mobilized to maintain a
t F/L condition of limiting equilibrium
Tf F/L? available shear strength
Tm F/L2 mobilized shear strength to maintain equlibrium
u /L2 pore water pressure
F weight of soil slice
X1,X> F shear force on the sides
V4 L depth of failure plane for translational slip
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Hydrologic Symbols
Units Definition: L = Length; M = Mass; T = Time; F = Force (ML/T?)

Symbol units definition
A L2 cross sectional area perpendicular to flow
o dimensionless pf)w?r cc?efficient for fracture length describing tail of
distribution
A L2 cross sectional area of sample in permeameter
A; L2 inside area of tube in falling head permeameter
a 1/M/LT? compressibility of the aquifer's skeleton
al T radians an'gle of'the transect relative to the mean fracture
orientation
B L thickness of geologic unit
B' L thickness of envelope material around a drain
b L thickness of individual geologic layer given multiple
layers
B 1/M/LT? compressibility of water
C dimensionless dimensionless shape factor
c' dimensionless constant based on I, and a
o+ dimensionless variable tf'\at' relates to how the stress singularity at
the fault tip is rmoved
Cy /T drain conductance
Cy /T general head boundary conductance
C., dimensionless uniformity coefficient
CN dimensionless curve number
D L true fracture spacing
D' L apparent fracture spacing
D’ L depth of impermeable layer below drain
D’ L depth of impermeable layer below water table surface
D, L mfaxim'um shearing displacement located at the fault
midpoint
d L pore size diameter
d, L eqL{ivaIent depth accounts for convergent flow toward
drain
dqo L grain size that is 10% finer by weight
dso L grain size that is 60% finer by weight
E F/L? Young's modulus
F, L depth of precipitation that infiltrates
f(t) L/T infiltration rate as a function of time
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L

L
dimensionless
L/T?

r--r r k- - - - O O - &

L/T
F(LO.S/LZ)
L/T
LZ
L/T
L/T
L/T
L/T
L/T
YT

dimensionless
L

—r -

M
FT/L?
dimensionless

constant infiltration rate

initial infiltration rate
Fisher distribution for fracture orientation
gravitational acceleration

lower and upper fracture length cutoff values
head

user defined general head boundary

user defined drain elevation

observed head

model predicted head

initial water level in permeameter test
average height of water table above drains
height of water table midway between drains
amount of rainfall that occurs before runoff
minimum depth to water table between drains
power length cutoff

hydraulic conductivity in isotropic medium (K, = K, =
K.)

fracture toughness
hydraulic conductivity of drain and its envelop material

intrinsic permeability

horizontal hydraulic conductivity in the x-direction
horizontal hydraulic conductivity in the y-direction
horizontal hydraulic conductivity in the z-direction
horizontal hydraulic conductivity above drain

horizontal hydraulic conductivity below drain

decay constant for infiltration rate
dispersion coefficient
length in the direction of flow

Length of screened portion of well
drain spacing for flat land surface

drain spacing for sloped land surface
horizontal fault trace length

mass of the control volume

dynamic viscosity

raio of geologic offset to short-term slip
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rq
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rmse

VKA

dimensionless
M/LT
L
L

/T
/T
/T
Ut
Wil

L

M/

L
dimensionless
L
L/L
L/L
1/L
dimensionless
L
F/L>
?

1/L
L*/T

dimensionless
?

porosity

pressure

depth of precipitation

depth of excess precipitation for runoff
flow rate

general head boundary flow rate

drain flow rate

flow per unit cross sectional area in the x, y and z
directions

recharge rate

effective radial distance of at which head is dissipated
in a slug test

radial distance from pumping well to a monitoring well
radius of well in slug test
radius of drain and envelope material around the drain

effective radius of well and gravel pack around the
well

water density

root mean squared error

storativity

maximum potential storage in basin
slope of land surface

slope of impermeable layer

specific storage

specific yeild

drawdown, also shown as Ah

shear driving stress

yield strength of the rock at the fault tip
ratio of total number of fractures to transect length
transmissivity

time

initial time

velocity of water

total volume of soil

volume of voids in soil

ratio of K, to K,

Poisson's ratio of the rock mass
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W(u)
z

L
dimensionless
L

width of geologic strata
well integral
elevation of water level
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Appendix B
MODFLOW Tutorial Using Groundwater
Vistas Graphical User Interface

A step-by-step guide to create a model describing translational failure is provided as a tutorial for a
beginning groundwater modeler. The site used as an example is described in chapter 7 (section 7.5.3)
with reiteration here for ease of manual use. Groundwater Vistas (GWV) is the graphical user interface
used to create input and output files necessary for MODFLOW implementation, as well as the display
and analysis of modeled water levels. Groundwater modeling begins with a conceptual model, includes
setting up the model domain, finite difference grid, adding boundary conditions and stresses and
integrating with geotechnical analysis. The tutorial on what menus to access for importing/exporting
data, visualization and analysis are presented in detail with screen captures, and formatting
requirements for GWV upload and download. Modeling is done with and without calibration, and
includes an introduction to sensitivity analysis as well as auto-calibration.

B-1 Site Description

Translational failure (site D) is modeled using the topography shown in Figure B.1 . Slopes are relatively
constant from the peak to the base of the slope at approximately 28% (16°). The system contains two
geologic layers. Layer 2 is a permeable layer that is 20 ft thick and overlies layer 1 overlying a low
permeability unit. The lower unit is assumed impermeable.

(a)

Figure B.1 Site D topography for
translational failure (a) hill shade, (b)
cross sectional profile of land surface
(b) L from D-D’.
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B-2 Model Domain and Conceptual Model

The model domain encompasses the entire watershed to eliminate the need to designate water flux

across boundary conditions (Figure B.2). Water entering the system is assumed to only occur from

precipitation, with all water flowing toward the watershed outlet at the lowest elevation. Figure B.3

shows the MODFLOW grid placement in plan-view and a cross section of the model along d-d’. Cell size
is 5 ft by 5 ft and a single homogenous unit is modeled at 20 ft thick. The model grid is orientated 27° so

that modeled rows run parallel to the slope

(

Figure B.2 Site topographic map showing land

surface elevation at 5 ft intervals. Gray circle

represents watershed outlet, while thick black line

delineates the watershed.

——
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Figure B.3: Model grid for translational
failure site. (a) plan view showing modeled
grid (purple box), active cells in color scale
of assigned land surface elevations, rotated
X-y axis and cross section d-d’. cell
dimension is 5 ft by 5 ft. (b) Cross section d-
d’ depicting single layer model (thickness of
layer is 20 ft) as well as no flow cells and
specified head cells. (c) Four-layer model
used to test anisotropy (VKA) on drain
design where VKA = K,/K,.Recharge is
applied evenly across modeled domain.
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B-3 Steady State Model (Isotropic Conditions)

To build a steady state model one will need to define: grid location and cell size, model domain, land
surface elevations, bottom elevations, initial heads, hydraulic conductivity, as well as boundary

conditions (e.g. recharge, specified heads).

B-3.1 Model Grid and Domain
Open GWV.

To begin a new model, press File->New

A menu will pop up to initialize the model grid. Fill out the boxes as shown below. The grid is rotated 27
degrees so that model rows are parallel to flow. Grid spacing is set at 5 feet in the x and y directions and
the origin of the grid is established to line up with the coordinate system of LIDAR elevation data

collected at the site: X = 1336130, Y = 196375.

Initialize Model Grid

— Horizontal Model Grid Wertical Model Grid

X

Mumber of Rows |43— Mumber of Layers |1—
Mumber of Colurnng I-_"'E— todel Battom Elewvation 1':'—
Unifarm % Spacing |5— Model Top Elevation a0
Uniform v Spacing |5— [~ Layers are flat Layer Elevations |
— Default Parameter  alues No. Zones
K ke [0 ke [100 k2 [0 [
Stoage  § 007 Sy .01 Parasity [0.01 1
Leakance ID-D'| |1_
Recharge  Rate ID— Conc. ID |1|_
ET Rate IU— E =tinction IU— Im_
Dizpersivity Long. ID Tranzverse ID Wertical ID I'“:|
Sorption Kd ID— Denzity 187 Im_
Iritial Cone. ID I'IEI_

b amimum Stress Perods I1 Start with Strezs Period I1 Read Every I1 Strezz Peniods

world Coordinates of Model Origin

MODFLOW..

Evs.. | THA... |

Go to Grid->Options...

In the Grid Display Options dialogue check the box ‘display Site Coordinates When Tracking Cursor.

% |1336130

v 196375

Fiotation

[ o |

ﬂ

Cancel |
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Grid Display Options

I¥ Display Finite-Difference Grid )4

— Row Labeling
¥ Display Fow Mumbers on Grid

Label evern |5 Rows Fort

— Calurnn Labeling

Cancel

il

[ Display Colurnn Mumbers on Grid Colar

Label every |5 Colurning

— Option for &dding Mew Bows/Columng

|Siplit Cellin Half x| |50

v Display Site Coordinates When Tracking Cursor

Crozz-Section Title:

IEI’DSS-SECHDH Along #

To import shapefiles defining regional contours of the land surface at the site, go to File->Map-
>Shapefile. Navigate to import_files\shapefiles\siteD_contours.shp. Hit the ‘open’ key.

J File Edit Wiew AE Plob Model Grid BCs Props #Sect 3D Reporks Wil

N Mew ChrN El ml |
= Open... cirlo |
E G vt
——  laose MadeiZad. ..
Bo  save Chrl+5 DixF...
Save As.. Surfer BLM...
Lo e...
N Prf:pertles. oo Bitmap...
Pr!nt. o Qlir Remave Bitmap
Str Prink Preview
Print Setup...
Ca Page Setup,..
Fig  Impart 3
Expott. ..

Export Animation
Shapefile ko KML. ..

1 siteD_noDRM_tr_hk0.1
2 D:\Raosel.. . \siteD_noDRM_tr_hkS
3 niRosel.. \siteD_DRMO1_tr_hkS
4 siteD_DRMO1_tr_hk0.2

Exit
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GWV will then ask you to provide a location for the corresponding map file it will produce from the
shaptefile. Navigate to to import_files\maps\ and call the file siteD_contours.map and hit ‘Save’. Save
the color of the contour shapefile to any color you want using the drop-down menu. For this example,
green is chosen. Press ‘OK”.

4

If necessary, you may need to hit ‘zoom to full grid’ button ==to scale the grid back to the full screen.

Or you can hit IEzz'”to zoom in or E to zoom out. To change the thickness of the shapefile lines, you
can go to Plot->Map Overlays...and use the drop-down to thicken the lines. Lines are thickened to 0.75.
This shapefile is imported to provide you some reference of the grid’s location in the landscape.

To import the model domain shapefile (built using land surface contours to isolate contributing
watershed area (refer to Figure B.2), repeat the same procedure as for contours. Navigate to
import_files\shapefiles\siteD_domain_polys.shp and create a map file under
import_files\maps\siteD_domain.map. Choose the color ‘blue’ and thicken the lines to 0.75.

——
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The shapefiles and grid should look as follows.
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H

P

Save your GWYV file to sited\noCALIB\SS\ and call the file SS_noDRN.GWV

A prompt will ask to change all root file names. Click ‘Yes’ and repeat the name SS_noDRN under
MODFLOW Root File name. Press ‘OK”.

Change Model Root File Names |

MODFLOW Root File Name | 5-T2DRM

MODPATH ook File Mame | O¥Mp36

MT3D Roat File Mame | gwmtSe

Ik I Zancel
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To set up MODFLOW, first it is necessary to set up a path to the directory you want files written. Go to
Models->Paths to Models...

Model Grid BCs Props XSect

Model Information. ..
Paths to Models...

-

Motes

MODFLOW
MODFLOW 2000
MODFLOW 2005
MODFLOW SURFACT
MODFLOW-USG
MT3D/RT3D
MODPATH

SEAWAT

v v v v vy vy v v

And in the Working Directory browse to the location sited\noCALIB\SS\. Highlight the GWV file
SS_noDRN and click “Open”, then click “OK”.

Paths to Model Executables x|
k. I Cancel |

MODFLOW win=2 Option IHUH - Execute

MT 30win32 Option |Fiun - Execute

L L Lo

MODPATHwin32 Option  |Fun - Execute

M odel Fath and Code Mame Command Line

MODFLOW  |C:AGWVESMPRW TWwWINZ.dI Browss [

MODFPATH IE:'\.GWE'\M FEME2 dI Browsze I

MT3D | CABWVEAMTIDWIN 32.dI Browse [

Text Editar InDtEpad.e:-:e Browse I

i

Path3l I Browse

Wiorking Directon AMUAL EX PROBLEMS siteDnoCAaLIBYSE Browse |

M ake thiz directory the Groundwater Yistas Default in Spstem Registy [
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B-3.2 Top and Bottom Elevations

To import land surface elevations, LIDAR for the modeled domain is imported as an XYZ data file and
interpolated. Make sure the properties dialogue is on ‘Top Elevation’. This can be done by going to Props
->Top Elevation, or by using the drop-down menu as shown below and highlighting Top Elevation. Your
grid will become a solid red color, with a default top elevation currently set at 100 feet.
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E”Fl\e Edit Wiew AE Plot Model Grid BCs Props XSect 30 Reports  Window Help

O & &|=E &8 BEEW|EE| E[voorow x| &|®|#®| Bifconstant HeadiConc.

R

Hydraulic Conductivity

27| el+[@|

Hydraulic Conductivity
Storage|Sy|Porosity

|
|
|
[
Component Number: h_E
[

Bow Mumber:
LColumn Mumber:
Layer Mumber,

Shess Period:

Figure Mumber.

s |

Leakance

= &

Recharge

Evapotranspiration

Bottom Elevation
Dispersivity
Chemical Reactions
Initial Concentration
Diffusion

A

1o

Interbed Storage (IBS Package]
Interbed Storage (SUB Package]
Hydrostratigraphy
Unsaturated Zone

Initial Head

Dual Domain [Surfact only]

-

Diversion

Sea Water Interfaces

e
TTTATTATTIA
A

Once the dialogue says ‘Top Elevation’, go to Props->Import->Text XYZ.

Gy Fil= Edit View AE Plot Model Grid BCs | props XSect 3D Reports Window Help

D& ¢ |%|® S| EBlEElh

Dt 41| [ 05|

Set Yalue or Zone
Property Values

-

&ICunstant Hi

Fow Number:
LColurnn Murmber:
Layer Mumber:
Stress Period:
Compaonent Nurmber:

Figure Mumber:

dddad e

Options. ..

HS Cptions. ..

Default Yalues. .

Current Stress Period..,
Current Chemical Component. ..

Export

Surfer..,
Surfer ko H3U, ..

Hydraulic Conductivity
StoragePorosity

Leakance

Recharge

Evapotranspiration

Top Elevation

Biottom Elevation

Dispersivity

Chemical Reactions

Initial Concentrations
Diffusion - Decay on Soil
Interbed Storage {no delay beds)
Interbed Storage {delay beds)
HydraStratigraphy
Unsaturated Zone

Initial Heads

Dual Domain {Fractures)
Diwversion

Sea Water Interfaces

MODFLOWY Package...
Earth¥ision...

IMatriz. ..

Folygon

Zane Humbers.,.

Zone Colors, ..
Database, ..

Transient Data by Zone...

Shapefile. ..
Row|Column |Layer. ..

Surface Data...




Browse to sited\import_files\data\siteD_LIDAR.dat

The format of the text file looks as follows,

B siteD_LIDAR.dat - Notepad

File Edit Format WView Help

® Y EiteD_elev
1336047.0 196735.2 287.41510009766
1336061.0 196734, 2 285.19729614258
1236075.0 196733.2 283.72901367188
1336089.0 196732.2 282.68859863281
1336103.0 196731.2 279.9635925293
1236117.0 196730.2 278, 5671081543
1336132.0 196736. 2 276.31030273438
1336146.0 196735.2 273.3037109375
1336160.0 196734, 2 271.44311523438
1336174.0 196733.2 269, B6B4997 5586
1336188.0 196732.2 268,41799926758
1336202.0 196731.2 268. 06768708828
1336216.0 196730.2 269.10238647461
1336231.0 196736. 2 266.29141235352
1336245.0 196735.2 262, 78820800781
1336259.0 196734, 2 261. 34298706055
1236034.0 196706. 2 295.06100463867
1336035.0 196678. 2 209, 70080566406

——
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With column 1 =X, column 2 =Y and column 3 = land surface elevation. GWV allows flexibility in text
file format, with the user telling GWV what each column of data represents. For this example, fill out
the import XYZ dialogue as follows. Feel free to view the text file using the button on the right side of
the dialogue box and make sure the box ‘File contains site coordinates’ is checked.

Import an XYZ File for Property Zones

— File: Information

Ok

File: n_fileshdatatsiteD_LIDAR. daf Brawse...

Cancel
Column Caontaining * Coordinate

Column Containing ' Coordinate

bl

- : . Wiew File
Column Containing E levation of Point

Column Containing Property Y alue

Ma. of Lines to Skip at Top of File

File containz zite coordinates

T

Coordinates are row and column format

Mote: The file must be a text file. Mumberz are delimited
with a comma, space, or tab, When importing row and
column format, column iz ¥ and row iz 7 abowve,

— Interpalation
Minimum Mearezt Meighbors in Search

1

b axirnum Mearest Meighbors in Search [

Search Radius {100000

Automatically Reszet Databaze

Append Data to D atabase

KN i |

Froperty Type |T0|:|

In the bottom left hand corner of the screen the Matrix Top should now show interpolated elevations.

Next it is necessary to assign bottom elevations. This is done by switching the property box to Bottom
Elevation

IElButtum Elevation j

266

——
—



Re-import the top elevations as just done. Cell thickness is O ft thick. Go to Props->Property Values-
>Matrix Editor and hit the “Math” button and fill out the dialogue as shown below to force the bottom
elevation to 20 ft below the land surface elevation, and hit “OK”.

Mathematical Dperation x|

— Range of Cells to kModify
Minimurn I axirniLrn
Row |1_ |43—
Colurnit I1 I?5
Laper I-I I-I

If a thicker/thinner geologic unit is

desired, then change the value
subtracted.
Cancel

If current walue »= |2'| 9.3520433671 and <= |333.521 E125438

Mew Yalue = Curent Value I Minuz j

B-3.3 Initial Heads

For steady state simulations the initial
heads are not important, but should be
above the bottom of the cell to avoid
numeric instabilities caused by cells
going dry. Therefore, a starting head is
equal to land surface (or top of layer 1)
is a good initial guess. Go to Model-
>MODFLOW->Package Options... and
in the initial heads tab, use the drop-
down menu to set initial head location
to “Use Top of Layer 1” and unclick the
“Surfer File. Click “Save Starting Heads
to Initial Heads Property Next Time
MODFLOW files are created”.

|2|J

MODFLOW Options x|

IBS/SUB | Densty | 1O Formats | Streams | Wells | MNW Package | Wetlands
Basic | BCF-LPF | Output Control  Initial Heads | Recharge - ET | Resaturation | CHDs

—Head-5ave File Options

Intial Head Location IUSe Top of Layer 1 j

File Mame I Browse... |
Stress Period |1 Time Step |1

MOTE: You can only specify a time step./stress period when writing heads to
the BASIC Package. When reading heads directly from the binary files.
MODFLOW starts reading from the beginning of the file.

[~ Set All Initial Heads at Least |1 Above Layer Bottoms
[~ Surfer File {f applicable) is in Ste Coordinates

r— Default Heads In Each Layer

Heads

[l

100

e [ Lo R

[ T +

¥ Save Starting Heads to Initial Head Property Nest Time MODFLOW Files are Created.

QK I Cancel Apply Help
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Now switch to the Basic tab and make sure “Steady State Simulation” is checked and change length units
from “Undefined” to “feet”.

MODFLOW Options x|

IBS/SUB | Density | /O Formats | Streams | Wels | MNW Package | Wetlands
Basic | BCF-LPF | Output Cortrol | Inital Heads | Recharge - ET | Resaturation | CHDs

Data Set Titles

reated by Groundwater Vistas

¥ Steady-State Simulation Mumber of Stress Periods |1
|Use Stress Period Number |1 For Steady-state Simulation

[™ | Simulate a subset of stress periods from I‘I to I'I

[V Save Starting Heads ~ Head Value for No-Flow Cells ~ [399

¥ Print Commerts in Datasst

™ Cortinue MODFLOW Simulation Even if Convergence Not Achieved

™ Convert Dry Cells to Mo-Flow Cells [™ Mso Convert Dry Cells in Steady-State
™ Use Diffusion Zones for IBOUND Active Cells

IDEWS j Time: Units
IFeet j Length Units

MODFLOW-SURFACT DATUM ID

[ White Input Files in Free Format

Mumber of Significant Digits to Write IE
ok | canced | e Help

B-3.4 Hydraulic Parameters
Go to Props->Options... and make sure that Hydraulic Conductivity and recharge are not checked under
“Use Matrices”. If they are checked, then uncheck.

Switch the properties box to Hydraulic Conductivity

IEIHydraulic Conductivity j

Go to Props->Property Value->Database...

Change the number of zones to 1 and hit “Update”. Place a value of 1 ft/d in the K, K, and K, box. And
hit “Apply”. If a different hydraulic conductivity is desired, then use a different value than 1 ft/d.
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Zone Database Information ]|

Zone Databaze |

Hydraulic Conductivity Froperty Zone Yalues

Stresz Period Mumber: 1 [Recharge/ET Only)
Mumber of Zones I'I E [ Edate |

Kx Ky Kz Color [+

~ |||~

[ [ +

Ok I Cancel Apply Help

For steady state simulations it is not necessary to parameterize storage terms. For a one layer model, its
not necessary to parameterize leakance. These terms will be defined in later examples.

|BC5 Props ®3ect S0 Rep

B-3.5 Boundary Conditions I Insert >
It is now time to define boundary conditions. For this example, DEle_tE ’
boundary cells of no-flow, constant heads and recharge are Ezpd:? '
specified. G
Imnport k
Export. .. g

Repair BC Cells

First no-flow cells will be defined. Go to BC->No-Flow
Conskant Head/Conc,

el
River

Or toggle the BC window to Noflow - Drain
General Head Boundary

IEI Noflow j | Stream

Mo-Flow

all
Lake

H55M
Wetlands
Flows and Head Bdy
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Go to BC->Import->Shapefile... and navigate the browser to
sited\import_files\shapefiles\siteD_domain_polys.shp

Click ‘No” to the next two questions. Cells outside the domain are assigned as no-flow cells.

Constant heads (CHD), also known as specified heads, are assigned to the low elevation cells on the right
hand side of the modeled domain. They are set at 1 foot below land surface. Switch the BC box from
Noflow to Constant Head.

IEICunstant Head{Conc. j

A text file is created defining CHD values.

B siteD_chd.dat - Notepad

File Edit Format View Help

r o col Tay chd_ft
26 75 1 222,12
27 75 1 221. 86
28 75 1 221.49
29 75 1 221.132
30 75 1 220.7

31 75 1 220.40
32 75 1 220.04
33 75 1 219,67
34 75 1 219.40

As with land surface elevations, the format of the text file is flexible and defined using the import box.

Import an X¥2 File for Boundary Conditions

x|
To import CHD values go to BC->Import- — File Information
> & b
>Text File... File: ort fleshdatahsiteD chd.da Browsze... |
Cahcel |
Browse to Mo. of Lines to Skip at Top of File |1
siteD\Import_files\data\siteD_chd.dat Eile contairs site coordinates - View Filo |
The number of lines to skip = 1 and Allave Overlapping Boundary Conditions r
head is made a constant value. [elete Stress Periods from Dverlapped Cells |l
Set Drain Cellz 2z Seepage Face N
Make Head Value Congtant W
i ake Concentration W alue Constant o
Coordinate D ata... Boundary Data... Conductance. ..
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Click on the Coordinate Data... button and fill in as follows.

Boundary Condition Coordinate Data X

Column Containing # Coordinate

Colurmn Containing ' Coordinate

Column Containing £ Coordinate
Ise either #4572 or RCL D ata
Colurnn Containing Bow Coordinate

Column Containing Column Coordinate

Column Containing Layer

Drefault Layer [if not in file]

I

Under the Boundary Data... assign the ‘Column Containing Head or Q' to 4,

Data Defining the Boundary Condition x|

Colurmnn Containing Head or

.
=
=

Calurmn Cantaining Cancentratian

D|
l._.l
fw
=]
o
@

Column Containinig Bottam Elesy ation

)]

Caluran Cantaining Reach Murnber

Column Containinig Segment Mumber

Calumn Cantaining Starting Period

Column Containing Ending Period

Default Beach Mumber

Default Starting Stress Period

Drefault Ending Stresz Peniod

— Streams
Flaw i b Stream

Tributany 1
Tributan 2

TR LR T

Tributan 3
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Hit “OK” twice. To modify head values use BC->modify->simplified editing. Review the GWV manual for
other ways to import or create constant heads.

The last boundary condition to define is recharge. For this example, open the excel file under
design_storms\percentage recharge.xls

Listed in Table 5.5 are recharge values, percentage recharge and storm maximum recharge rates based
on curve numbers (CN) and total precipitation for a 24-hour period.. For this example, the following
information is used

Inches of rain in a 24 hour period = 11

Curve Number = 80

Rainfall distribution = 1A

Therefore the assumed percentage of recharge is 18%.

Using an example of average total annual precipitation of 35 inches and 18% recharge is 6.3 inches/year
or 0.0014 ft/d. This is the estimated steady state recharge.

In the properties dialogue highlight recharge

[MRecharge K

Go to Props->Property Values-

>Database.. X

Change the number of zones Zone Database |

from 10 to 1 and hit “Update”. Recharge Propetty Zone Values
In zone 1 type 0.0014 and hit
“Apply”. Then “OK”.

Stress Period Number: 1 (Recharge/ET Only)
Number of Zones I E |IEdate |

Recharge Conc Ponding_Depth Color

[+

0.0014 0 0 0

||| &M=

«[ T +

QK I Cancel Appliy Help

272

——
—



The model screen should look similar to the image below.

EmER cros et Herw fow 30 e
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7 ] T T f !
| U [ i 1]
{ [ | T I
. 1 T T T
NI 1 \ ] Il |
T | [ 1] . iy
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. }
MODFLOW Packages x|
B-3.6 MODFLOW-NWT Root Fle Name  |55_noDAN [ ok | camce |
Since unconfined solutions are highly MODFLOW Yersion I I= Use SIRFAGT Yersion & on 4
i _ _ [Onginal [55/96]
non-linear the new MODFLOW-NWT Fun MODFLIW i | B DEL D000 T sl B
solver should be used. Package Cellby-Cell Flaw {Edit Dutputt
Unit M.
B azic e I
Under Models->MODFLOW... change the MODFLOW2005
8 BCF MODFLOW-USG [o —
Model Version from MODFLOW?2000 to Output Contral—[22 ~ |
MODFLOW2005 and click “OK”. Solver [3 2 [Pcaz =] |15 _
el E I [o |
River ID o ID _I
Drain ID - ID I
General Head ID o ID _I
Stream IU [ IU I14 _I
Recharge I'IB i~ |5U _I
ET |D r |D |
wal [0 r [16 |
CHD [0 I [20 _
MW ID | ID |
[~ Create Map File [~ T30 Flow Output I22
[~ Create Path3D Files v automatically Feset Package Units
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Under Models->MODFLOW2005->Packages... check the box “Use Upstream Weighting Package (UPW)
and Newton Solver (NWT) Instead of LPF. Click “OK”.

MODFLOW2005 Packages

Package IInit Create?

x|
Edit
UZF1 m r _|
PARVAL |E'_ r

_
CFP N r N
CRCH L r -
coc P r ]

W Use Upstream Weighting Package [UFW) and
Mewton Sokver [MWT] instead of LPF Package.

Packages above are unique to MODFLOW 2005,

Faor Packages Common to all Wersions of MODFLOW, use
todel/tODFLOW /Packages

Faor Packages Introduced in MODFLOYW 2000, use
todel/t ODFLOW 2000/Packages

ak I Cancel

Go to Models->MODFLOW2005->Options...

Toggle to the NWT General tab, change “MODERATE” to “COMPLEX”, and check “Use Residual Control
(BACKFLAG)” and check “Correct Heads Surrounded by Dewatered Cells (IBOTAV)”. Change the FLUXTOL
from 100 to 1, and MAXITEROUT from 100 to 3000, as shown below. Then click “OK”.

——
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MODFLOW2005 Options x|

'LPFOptions | UZF | CFP NWT General | NWT Methods |

Automate Solver Options {OPTIONS) |cOMPLEX =l
Head Change Criterion for Outer kerations {HEADTOL) |1E-Dﬂ5

Fiee Change Criterion for Inner terations (FLLEXTOL) I-I

Maximum Outer lerations (MAXITEROUT) |3000

Prirt Flag for Convengence Infarmation (IFENWT) II}

MNonlinear Solution Method (NONMETH) |1 Newton Raphson =]
Linear Solution Method (LINMETH) [2- XMD solver =]
Leaming Rate Reduction Factor (DBDTHETA) 04

Leaming Rate Increment (DBDKAPPA) o

Memory Tem Factor (DEDGAMMA) |0.001

Momentum Tem (MOMFACT) |0.001

Maximum Backtracking erations (MAXBACKITER) [10

Residual Change Tolerance (BACKTOL) [1.05

Time Step Reduction Factor (BACKREDUCE) E

Proporation of Cell Thickness for Smoothing (THICKFACT) |[?'-["["[H
¥ Use Residual Control (BACKFLAG)

¥ Comect Heads Sumounded by Dewatered Cells (IBOTAV)

QK I Cancel F¥u][1] Help

To turn off the plotting of contour and domain shapefiles go to Plot->What to Display... and click on
“Maps...”. On the drop-down options set to “Do Not Draw”. Click “OK”. Before exiting the graphics
dialogue click “Display Color Flood of head”.

Save the model prior to execution.
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B-3.7 Model Execution

To run MODFLOW hit the button. Click “yes” to create Data files first?” and “Yes” to “Display Error
File” if desired.

The model will run very quickly and will ask to process results. Click “Yes”. The path to the head file is
defined by the path established earlier and automatically imported. The CCF budget file is not
automatically imported. It is necessary to click this box to view the flow budget. Go ahead and click the
Cell-by-Cell Flow

Import Model Results x|

Fead Data far Thiz Time Period

B
Stresz Penod I1 Time Step I'I ﬁl
MT3D? [+  Transport Time Step I'I Browse... |

[mport?
Head File IDZ"\HDSE"\J ul0EtDrainagetideal sites Browsze. .. | ¥
Drrawdown File ID:'\FE ozetJulylBsDrainagetideal_sites Browse... | |_
Concentration File ID:'\Fh:use"-.J ulyOBsDrainagetideal_sites Browse. .. | |_
Cell-by-Cell Flov ID:HFE ozeJulyd3Drainageideal_sites Browse... | v
V¥ Interpolate Targets & Obszervation Data [” Plaot Pressure Head
[T Contour ‘Water T able in Layer 1
™ Contour Masximum Concentrations in Laver 1 and Fow 1 in 5 ection
[~ Heads are in double precizion
[ Drawdowns are in double precision
[ Concertrations are in double precizion
[T Cellby-cell Flows are in double precision DK I Cancel

The default contour fonts are very small and can be adjusted to preference of the user by going to Plot-
>Contour->Parameters (Plan View)... Change the minimum Level to 215, the Interval to 5. Change Label
every N to 1 and Percision to 0. Font can be made to 18 point and the color and thickness of the contour
label line information set to black and 1/3 point. Click “Do not change levels”

Hit “OK”.
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Contour Information

IE

— Rezolution
]
# Modes: I'IEIEI E ¥ Modes: I'IEIEI E
C |
B Gl B Ance

— Contour Information
Calculated £ Range: 219.433595 - 312197474

FinimLirn Level: |2'| ]
- [nterval: |5
b aimum Lesel; |3'| 22256233

[ Use Custom Contour Levels ¥ Do not change levels
Murnber of Lewels IEI Cuztam Levels..

— Contour Label [nformation

LabelEveryN: [T & Fomat [FiED -]
Frecizsion: ID_E Diztance between: I38 E

Fart... | Avrial

— Contour Label Line Infarmatian

Calor... | _ Thickmzes I:?’ﬁ paint "I

— Contaur Line Infarmation

Colar... | - Thickness: I;q paint 'I

Make sure head contours are displayed by going to Plot->What to Display... and making sure ‘Display
Contours of Head” and “Display Color Flood of Head” are checked. Other variables can be mapped by
using the drop down menus.
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Select Graphics to Display ll

¥ Display Base Maps [ Display Bitmap ™ ClipMap to Grid Maps... |
IV Display Finite-Difference Grid [~ Outling Active &rea [ Draw Each Cell
¥ Display Boundary Conditions [T Use BC Symbols ™ white Mode Mumbers

¥ Display Mo-Flow Boundary Conditions
" Display Property Zone Boundaries whidth [pirelz] |1_
[ Post Residuals for Calibration [T Plot Residual Circlez [ Plot Pilot Point Circles

¥ Display Contours of IHea.j j
¥ Display Color Flood of IHea.j j

[ Display Velocity Vectors

¥ Display Particle Traces [ Use Endpoint &nalysis
[ Display Legend

v Plot Dy Cells ¥ Plot Flooded Cells ([Head » Top Layer 1 + II:I

¥ Display &nalytic wells ¥ Display Particle Starting Lozations

V¥ Display &nalptic: Lines ¥ Display &nalytic Polygons

¥ Display &nalytic Circles ¥ Display &nalytic Polylines

Target Types

¥ Head Targets: ¥ Head Difference Targets [ Concentration Targets
¥ Flu= Targets ¥ Drawdown Targets ¥ Constraints

[V KxPilat Points ¥ Kz Pilot Paints IV Prior Information

¥ SzPilotPaoints [ Fecharge Pilat Paints ¥ Porosity Pilat Points

¥ Interpolate Results When Tracking Cursor

Cancel

di

Font Optionz

i+ Maomal " Scaled i~ Fixed

Scale Factor I1

If you cannot see the color contours, then it is necessary to change from Property view IE |to any other

view (e.g. E, & or M)

Color flood is defined under Plot->Color Flood->Color Flood Options... The minimum value is set at 215
and the maximum is set at 315.
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x|

Head: 21340e+002 to 3.1292e+002

— Flood Range
= 4
i ok
i ks
[ ET I Cancel |

[T Usze Log Scale for Floading
[ Flood &reas Beyond Min and Max
[T Use Gray Scale for Flood

—Legend

™ Plot Legend for Color Flood Font... |
MHumber of Intermal Labelz on Legend IEI—

Height af Calar Bar [madel units] |1 a5
Width of Calar Bar [rmodel unitz] |5
Pozition of Legend relative to Grid IHith =]

Flooded cells are plotted automatically, unless one unclicks the box under to Plot->What to Display...To
establish the color of flooded cells, go to Plot->Dry/Flooded Cells... and pick Flooded Cell color. The
color pink is chosen since it’s a color not used in the color scale for heads and easy to visualize.

Dry and Flooded Cell Options EI
¥ Plat Dry Cells ak. |

Ly Cell Caolaor.... | Cancel |

¥ Flot Flooded Cells in Layer 1

| Flooded Cell Color.. |

Screen output should look similar to the image below, with the cross sectional view for row 30.
Contours are at 5 ft intervals. One can toggle across rows and columns and layers (if more than one
layer) by using the options to the left of the display.
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Save the model.

B-3.8 Steady State Calibration

Often the steady state model is used to calibrate hydraulic conductivity to best match observed water
level data. Low precipitation months (e.g. end of summer) are most representative of the steady state
scenario and data collected during these time periods should be used if available.

Save the model created above in the following location,
siteD\CALIB\SS_noDRN\SS_noDRN_Calib.gwv
Rename the MODFLOW Root Names SS_noDRN_Calib.

Reassign the working directory by going to Model->Paths to Models... and browsing to
siteD\CALIB\SS_noDRNsited\ and press “OK”.

The text file defining observed targets looks like the following
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.' 55 _noDRN_obs.dat - Notepad

File Edit Format WView Help

MName
5501
5502
5503

x
1336153.15
1336233.73
1336365.47

Y
196445.14
196579, 28
196580.44

obswL_ft
303.00
264,00
234,00

To import observed data go to AE->Import->Target Text File... and navigate to
siteD\import_files\data\SS_noDRN_obs.dat, click “OK”.

AE Plok Model @rid BCs Props xSect 3D Reports 4

- El@llill [A| E|moprLov

[ el
Line Boundary

s Circular Boundary
Palyline Boundary

Polygon Boundary ...
Particle 4 |
Target

|
|
| radient Target
Pilat Points 4
|
|
|

Target Text Hie...

Export 3 Targets From EQUIS Geology, ..
Tladify 3 el Text File, ..
Particle Text File. ..
Morth Arrow '
ol shapefile. ..
cale Bar
Automatic Gradient Targets
Frame

Speciall ..,
I Legend &

Lire
Title

| Lock Positions

An “Options for Importing Targets” dialogue opens with an option to view the file if desired. Fill in the
dialogue as shown below.
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Options for Importing Targets

¥ Targets are in Site Coordinates DK
[" File Contains Transient T angets Caticel
[ Transient Targets Contain Transient Weights

[” Read one Target Yalue for iansient tangets View File

Time “alue for Target ID

Target Type to Import IHead

B EE,

[ Target'Value iz a Head Difference

MHumber of Lings to Skip |1

Calurnm it File Calumn it File

Mame I'I M. Trans. Data Pts. ID
# Coordinate |2 Colurin IEI
" Coordinate I3 R IEl
Screen Eley. ID Layer ID
Target Value |4 Wwieight IEI
Group Number ID Lowawer Layer IEI
Component ID Minirmurm B ound IEI

M aximum Bound IEI

The default size of targets is 100, which is too large for this domain. To scale the target symbol, go to AE-
>Modify->Targets->Display Options... and change the size of target to 15.

The location of the observation sites, or targets, is shown below,
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Assuming K,and K|, are still at 1 ft/d, rerun the model in its current directory and import results. To see
how well the model reproduces observed water levels go to Plot->Calibration->Statistics/Plots.

Plot Model Grid BCs

What to Display...
Map Overlays. ..
Mass Balance

Calibration

Profiles
Hydrograph
Sensitivity Analysis
Matrix Caloulator

Legend

Contour

Color Flood
Particles

Vector Options...
Dry/Flooded Cells. ..
Map and AE Options

Tecplot

Import Results. ..
Import Modpath. ..
Other Imports

Mext Time Step
Previous Time Step
Jump to Time Step

File Operations

View Results in Spreadsheet...

Stochastic

¥Sect 3D Reports Window Help

Crl +5hift+wW

Ctrl+5hift+

Ctrl45hift-+4
Ctrl +5hift+P
Ctrl +5hift+]

-

v v v v

v v v w

LOW ~ Bafconst

StatisticsFlots. ..
Options...

Post Residuals
Plot Residual Cirdes

MODFLOW2000
Pest




In the dialogue box press “Plot Observed vs. Simulated”. And the chart given below will appear showing
modeled water levels predicted lower than two of the three observed values. The ‘Statistics...” button

on the same dialogue box will produce the statistics shown with a rmse = 5.06 ft, and a scaled rmse of
7.3%.

x|
Target Fiezidual Mare

234.00 865 =03

264.00 1.4 222

303,00 -0.40 2201

Residual Mean =322
Residual Standard Dev. = 3.91

Abzolute Residual tMean 3.48
Residual Sum of Squares =7 59e+001
RS Ermor =h .06
Mirimum Besidual =-0.40

b amirnum Residual =865
Flange of Observations =E3.00
Scaled Res. Std. Dev. = 0.057
Scaled Abs. Mean =050
Scaled RS =0.073
Mumber of Obzervations =3
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Often a sensitivity analysis is performed before calibration to determine which parameters are most
influential on model output. For our example, recharge rate and hydraulic conductivity are tested.

Go to, Model->Autosensitivity->Options...

It is now necessary to produce a script that GWV will use to run different model realizations. First, the
parameter K,=K, is the default parameter to modify. Leave this as is. Change the Number of Simulations
to 6. Then Press the “Multipliers...” button to see the default multipliers used to modify the current K
values. Modify these multipliers to 0.1, 0.5, 1, 2, 5, 10. Press the button “New Script”, with a default
name of “sens.in”. Press “Open” and then press “OK”.

Now switch the “Parameter to Modify” to Recharge via the drop-down menu. Keep the number of
simulations at 6 and the same multipliers as used for hydraulic conductivity. Press “Add to Script”. Press
MOK”.

Press the button “Edit Script”. The script should look like the following. If it does not, then edit to be
similar.

P sens.in - Notepad

File Edit Format Wiew Help

o1 & 0
0. 100000
0. 500000
1. 000000
2. 000000
3, Q00000
10, 000000

5 1 &8 0

100000

. 500000

L 000000

L O0o0o0

L 000000

0. 000000

Eouowrd oo o

Click the “Run from Script” box and browse the Script File Name to the sens.in wasjust created. The
default Output file name is sens.in.out. Leave as is.

Press “OK” to exit the dialogue and go to Model->Autosensitivity->Run Analysis. The model runs very
quickly and should only take a few moments to run all 12 simulations.
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To see results go to Plot->Sensitivity->sum of squared residuals

The graph should look similar to that shown below. Interestingly, modeled water levels are relatively
sensitive to hydraulic conductivity for values less than 5 times the K value of 1 ft/d, or 5 ft/d, above
which sensitivity decreases. The minimum rmse value occurs when Kx =0.5 ft/d. Recharge is relatively
insensitive to a multiplier greater than 5.0 (0.007 ft/d) with sensitivity increasing exponentially for
smaller recharge rates.

Sensitivity Analysis
276 Kx1

249 — —— Recharge1
221 —
194 —
167 —
139 —
112 —

85 —

Sum of Squared Residuals

57 —
30 -

0.1 11 2.1 3.1 41 5.0 6.0 7.0 8.0 9.0 10.0
Multiplier

If uncertainty in parameter values is limited to hydraulic conductivity, then calibration is limited to
adjusting hydraulic conductivity and assuming recharge is properly parameterized. This can be done by
manually adjusting K,, or using automated inverse models provided by GWV. PEST is provided with
GWV and is considered one of the most robust parameter estimation tools for many groundwater
problems. For this example, we will use PEST to help us calibrate K, to best match water levels.

Go to, Model->PEST-> Parameters
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Model Grid BCs

Model Information. ..
Paths to Models. ..
MNotes

Props XSect 30 Reports Window Help

EI]MGDFLGW - |§

-

MODFLOW
MODFLOW 2000
MODFLOW 2005
MODFLOW SURFACT
MODFLOW-USG
MT3D/RT3D
MODPATH

SEAWAT

Leapfrog Hydro
Other Models

b . . . . .

-

Stochastic

Auto Sensitivity
GV Calibration

B

Modac k Parameters. ..
. Tied Parameters...
Optimization Models 3
Groups...
i ]
Spiit AE Model Create Datasets

And fill out the dialogue as follows, letting the range in Kx vary between 0.001 and 100 ft/d. The search
is run in log-space, since hydraulic conductivity can vary over several orders of magnitude.

x
Type Use fone Minimum Maximum Transform Limit ki
1 K ﬁ 1 1.00000e-003 |100.00 Log Factaor [
2 Maone r 1 5.00000e-004 |5.00000e-002 |Log Factar [
3 Maone r 1 3.50000e-005 |35000.00 Log Factar [
4 |Mone I_ 1 3.50000e-002 (350.00 Log Factor [
5 |Mone I_ 1 5.00000e-004 |5.00000e-002 |Log Factor [
6 |Mone [ 0 1.00000e-004 |1000.00 Mone Relative [
7 |Mone [ 0 1.00000e-004 |1000.00 Mone Relative [
& |[Mone r 0 1.00000e-004 |1000.00 Mone Relative [
9 |[Mone r 0 1.00000e-004 |1000.00 Mone Relative [
10 |Mone r 0 1.00000e-004 |1000.00 Mone Relative [
11 |Mone r 0 1.00000e-004 |1000.00 Mone Relative [
12 [Mone r 0 1.00000e-004 |1000.00 Mone Relative [
13 [Mone r 0 1.00000e-004 |1000.00 Mone Relative [
14 |Mone [ 0 1.00000e-004 |1000.00 Mone Relative (7]
el 1 [+
Copy to Clipboard | Fazte All Log/Factor Parameter Setup | Clear &ll Parameters |
aF. I Cancel |
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Hit “OK”

Now it is time to create the PEST input files and check that all files are properly created. To do this, go
to, Model->PEST->Create Date Sets, view the Error/Warning file to ensure no errors were created.

Then Model->PEST->run PESTCheck, and finally, Model->PEST->run PEST.

When PEST is complete, the optimized value for hydraulic conductivity can be uploaded into GWV by
going to, Model->PEST->Update Parameters.

This is checked by having Hydraulic Conductivity toggled,

IEIHydraulic Conductivity j

And going to Props->Property Values->Database and seeing that Kx = 0.22956 ft/d.

Zone Database Information il

Zone Database |

Hydraulic Conductivity Property Zone Values

Stress Period Mumber: 1 (Recharge/ET Only)
Mumber of Zones I E [ pdate |

Kx Ky Kz Color

[+

02295648939 |0.2295645939

—
=

e =R N S T L

[ ok | cancel o

Rerun the model by clicking on the . The Plot->Calibration->Statistics/Plots->View Statistics, shows
that the scaled rmse is reduced to 0.5%. The steady state calibrated K, will serve as an initial guess in the
transient calibration. Modeled heads are given below, with some groundwater seepage in the toe region

(pink overlay).
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B-4 Transient Conditions (Isotropic Conditions, Pre-Drain)
Save the model created above in the following location,

siteD\CALIB\Tr_noDRN\Tr_noDRN_Calib.gwv
Rename the MODFLOW Root Names Tr_noDRN_Calib.

Reassign the working directory by going to Model->Paths to Models... and browsing to
siteD\CALIB\Tr_noDRNsited\ and press “OK”.

B-4.1 Stress Period Set Up

The model must be converted from steady state to transient with the appropriate time steps and length
of stress periods provided. The first stress period represents steady state conditions, and the remaining
are transient. The length of the steady state stress period does not matter, while each transient stress
period is 0.25 days (or 6 hours).
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Go to, MODEL->MODFLOW->Options and in the Basics Tab unclick the steady state simulation box and
change the number of stress periods to 705 and hit “OK”.

MODFLOW Options x|

IBS/SUB | Densty | 1O Fomats | Strsams | Wells | MNW Package | Wetlands
Basic | BCF - LPF | Output Control | Inttial Heads | Recharge - ET | Resaturation | CHDs

Data Set Titles
IMODFLO‘.".:' Data Set Created by Groundwater Vistas

[~ Steady-State Simulation Mumber of Stress Perods 708]
IUzz Stress Perod Mumber |1 For Steady-state Simulation

[ Simulate a subsst of stress periods from I-I to I-I

IV Save Stating Heads  Head Value for No-Flow Cells ~ [339
V¥ Print Comments in Dataset

[V Cortinue MODFLOW Simulation Even if Convergence Not Achieved

[™ Convert Dry Cells to No-Flow Calls [~ Mso Convert Dry Cells in Steady-State
[~ Use Diffusion Zones for IBOUND Active Cells

IDEI‘_-’S j Time Units

[Feet | Length Units

MODFLOW-SURFACT DATUM ID

[~ Write Input Files in Free Format

Mumber of Significant Digits to White IB
ok | canesl | spnl Hep |

GWV will ask to copy recharge, hit Yes, and ET, hit Yes (this will be overwritten later). GWV will then ask
to set up the new stress periods. Hit Yes.

From the Stress Period Data dialogue box, hit import, and browse to
siteD/import_files/data/sp_705.dat. If you cannot see this file, then make sure that text files are
viewed, not just cvs files. The stress period data dialogue box should look like the one shown below. The
format of the stress period input file must be as follows: stress period length, number of time steps and
time step multiplier.
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x|
Period Length | No. Time Steps | Time Step Multiplier |+ Ok |
1 1 1 1 Cancel |
2 0.25 1 1
3 0.25 1 1
4 0.25 1 1
5 0.25 1 1
= A i *
« | - [rnpart... I

GWV will ask if you want to check that the type of stress periods is properly set. Click Yes. The first
stress period should be steady state, or set to zero. All other stress periods are transient and should be
setto 1.

B-4.2 Observation Wells

The same observation wells used in the steady state simulation are used in the transient simulation. But
observation data must be imported for the transient simulation. This will be done for each individual
well. Observation data needs to be in the following format: time of observation (e.g. days in simulation)
and observation well water level. Observation well 1 is located in the upper portion of the slope.

Double click on this well, with A toggled. Unclick the box that says “Target is steady state”. And then
click on the Import... button.
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Target Information

T arget Type IHEEd j ok

Target Mame: zs01 Cancel

— Steady-State D ata

Marme. ..
[ Target iz Steady-State ame

d Ak

T arget % alue ISDS

Wweight |1

Group Mo |1 Calor...
Species Mo, |1

Minimum Bound |0

b axirnurn B ound ID

Residual = -0.58

— Spatial Parameters

w 13318318 [ [iseass e [
Layer I'I
[” Head Target iz Difference with Layer I':I

Cenzoring O ption IU - Mo Cenzaring j

Transient D ata... | [araph... | [rnpart.... |

Browse to siteD/import_files/data/wl01.dat. Make sure that all text files, not just cvs files can be
viewed. Click on the Transient Data... button and 55 data points should be imported.

x|
Transient |
Number of Observation Times I55_E Update |
Time Target Value Weight +
1 375 3051741462 1
2 6.25 3057152078 1
3 875 305.0728613 1
4 (1125 304.0939404 1
5 1375 3078174281 1
G 16.25 308.4653405 |1
7 [1875 306.8868275 1 +
+ >

’TI Cancel | Apply | Help |

Repeat for well 2 (middle of the basin, wl02.dat) and well 3 (toe of the basin, wil03.dat).

——
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B-4.3 Recharge

Six hour precipitation and calculated recharge values are provided in Figure 7.58. To import recharge
values, make sure recharge property is toggled.

Flrccharae | e

Then open Props->Import->Transient Data by Zone...

|F‘ru|:|s XSect 30 Reports Window Help

Set Value or Zone : i || | &Icunstant H

Property Values

Options...
HSU Options. .. iaas

Default Values... IIIIIII

Current Stress Period...

Current Chemical Component. ..

Export r Surfer to HSU...
Hvdraulic Conductivi Text XYZ...
5; rau ':p onductivity MODFLOW Package. ..
rage/Porosity EarthVision. ..

Leakance :

i Matrix...

v Recharge

2 o ot Palygon
et anf..:.pira o Zone Mumbers...
Top Elevation
e Zone Colors...
? m. .E'ua on Database...
Dispersivity

Transient Data by Zone...
Shapefile. ..
Row |Column |Layer. ..

Chemical Reactions
Initial Concentrations

Mifh izinn - Nieraw Am Sl

Browse to siteD/import_files/data/rch_cn90.txt. If you cannot see the file, then double check that all
files (*.*) are visible. The recharge data file must have the following format: stress period number and
recharge rate.
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rch_cng80 - Notepad

File Edit Format WView Help

1 0.0014
2 0
3 0.028957529
4 0.018212282
5 0. 008800338
6 0
7 0.078258039
8 0.046022596
9 0. 00608462
10 0.025107382
11 0
12 0.003690745
13 0.001828993
14 0.001818203
15 0.001807508
16 0. 008880364
7 0.001745274
18 0.063790434
19 0.012234751
20 0.00655977
21 0
22 0.030489114
23 0.011216637
24 0.00109343
25 0
26 0
7 0
28 0

GWV will ask if the File Contains Data for Multiple Zones. Click No. Then GWV will ask if the recharge
pertains to zone 1. Click OK.

B-4.4 Storage Parameters
Unlike the steady state simulation, transient simulations require storage parameters to be defined.
Toggle the properties box to Storage|Sy| Porosity

IE StoragelSvlPorosiby v

Then go to, Props->Property Values->Database. Change the number of zones to 1 and hit ‘Update’.
Water Table elevations are not sensitive to specific storage, Ss, and this parameter is set to a commonly
used value of 10™. Porosity values are only defined for transport simulations and so do not need to be
specified. Specificyield, S, is an important parameter and with no knowledge, S, it is set to 0.1 (or 10%)
for the initial run. Calibration of S, will occur by adjusting S, to help match observed water levels. Hit
OK.
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Zone Database Information

Zone Database |

Storage Property Zone Values

Stregs Period Number: 1

(Recharge/ET COnly)

Mumber of Zones I'I E pdate |

B-4.5 Model Execution.

To run MODFLOW hit the button. Click “yes” to create Data files first?” and “Yes” to “Display Error
File” if desired. The model will take much longer to run than the steady state version as 705 stress
period must be solved. Once the simulation is done, GWV will ask if you want to process the results.
Click Yes, then hit OK. The water levels visualized will automatically be for the last stress period. If you
want to bring in a different stress period, then adjust the dialogue box to reflect the stress period

desired. This can also be done by clicking on and switching the stress period from 705 to the desired

—
stress period. The | will bring in the previous stress period water levels, while | will bring in the
water levels for the next stress period.

There are several ways to compare water levels. One can go to Plot->Hydrograph->Target and then
specify the well that is desired to view. Or one can double click on the observation well and then click

Ss Sy Porosity Porosity2 Color |+
1 0.0001 0.1 0.01 ]
2
3
4
5
]
¥ +
[ +
QK I Cancel Apphy Help

“graph”. For water levels in well 3,
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wl03
268.97

Observed

265.47 —

— — - Computed
261.97 —

258.48 —

254.98 —

251.49 —

Head

247.99 —

244.49 —

241.00 —

237.50 —

234.00 T T T T T T 1 T T T T T T T T T T 1
1.00 1860 36.20 5380 7140 89.00 106.60 124.20 141.80 159.40 177.00
Time

Data can be exported as a data file by right clicking on the graph and exporting,

Results show that the computed water level for well 3 is too low compared to observed values.

For well 2, water levels show a muted response to recharge, indicating that Sy is too high.
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277.56 e o Observed

276.13 —

274.70 —

273.27 —

— —  Computed

271.84 —

270.41 —

Head

268.98 —

267.55 —

266.12 —

264.69 —

263.26

100 1860 36.20 53.80 71.40 89.00 106.60 124.20 141.80 159.40 177.00
Time

B-4.6 Transient Calibration

Prior to calibration, it is often informative to run a sensitivity analysis. Since the sensitivity analysis is
done using multipliers, K is set back to a value of 1 ft/d and Sy is kept at 0.1. The sensitivity script is set
up similar to the one used in the steady state simulation.

Go to, Model->Autosensitivity->Options...and unclick ‘run from script file (if its still checked from the
steady state simulation).

It is now necessary to produce a script that GWV will use to run different model realizations. First, the
parameter K,=K, is the default parameter to modify. Leave this as is. Change the Number of Simulations
to 11. Then Press the “Multipliers...” button to see the default multipliers used to modify the current K
values. Modify these multipliers to 0.1, 0.2,0.5, 1, 1.5,2,2.5,3, 5, 10. Press OK. Press the button “New
Script”, with a default name of “sens.in” in the directory CALIB\TR_noDRN\.. Press “Open” and then
press “OK”.

Now switch the “Parameter to Modify” to Specific Yield via the drop-down menu. Change the number
of simulations at 6 and then click the Multipliers... button. Change the multipliers to 0.1, 0.2, 0.5, 0.7, 1,
2. The largest Sy tested is therefore 0.2. Press “Add to Script”. Press “OK”.

Press the button “Edit Script”. The script should look like the following. If it does not, then edit to be
similar.
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.'_. sens.in - Notepad

File Edit Format View Help

[0 1 11 0©
.100000
. 200000
. 500000
. 700000
. 000000
. 500000
. 000000
. 500000
. 000000
. 000000
0. 000000
4 1 6 0
.100000
. 200000
. 500000
. 700000
. 000000
. 000000

HuwWklpl == OO OO0

[ el e I e s

Click the “Run from Script” box and browse the Script File Name to the sens.in wasjust created. The
default Output file name is sens.in.out. Leave as is.

Press “OK” to exit the dialogue and go to Model->Autosensitivity->Run Analysis.

Once all 17 simulations are done, GWV will ask to plot results and open the file sens.in.out and plot the
sum of squared residuals. Another way to see results is to go to, Plot->Sensitivity->sum of squared
residuals.

The scale for SSR is not good in comparing Kx and Sy. To improve, right click on the graph and then hit
“properties”. On the Y-Axis tab, change the type from arithmetic scale to logarithmic scale and change
the minimum Y to 1000, as well as click the box for Automatic Minimum and Automatic Maximum.
Change the number format to POWER
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raph Information

.Gmph I ¥olods  Y-Pods | Line Types I Line Styles I
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Results for the transient sensitivity are shown graphically below.

Sensitivity Analysis

10

™~
R

Sum of Squared Residuals
P

10 I R
0.1 11 2.1 3.1

41 5.0 6.0
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Sensitivity shows that K, minimizes the SSR at 0.2 ft/d, while Sy also minimizes SSR at 0.2. Water levels
are relatively insensitive to a multiplier of 2 for K, (Kx 2 2ft/d), and sensitivity to S, is less than for Kx.
This is seen with only small changes in SSR with change in multiplier.

Auto-calibration is done using PEST and is similar to that done with the steady state scenario, but no
calibration will include Sy. The initial guess of Kx will be set at the steady state value of 0.22956 ft/d. Go
to Props->Property Values->Database and change 1 ft/d to the steady state value. From the sensitivity
analysis, Sy = 0.2 produced the less error. Change the Sy value from 0.1 to 0.02. The better the initial
guess, the quicker PEST will converge on the calibrated values.

Go to, Model->PEST-> Parameters

Model Grid BCs Props XSect 3D Reports Window Help
Model Information... h

MODFLOW ~| &1 |1E

Paths to Models. .. il—

MNotes

b

MODFLOW
MODFLOW 2000
MODFLOW 2005
MODFLOW SURFACT
MODFLOW-SG
MT3D/RT30
MODPATH

SEAWAT

Leapfrog Hydro
Other Models

v vy v v v vy vy v v w

Stochastic r

Auto Sensitivity 3
GV Calibration k
3

Modac k Param

Tied Parameters...
Groups...

Optimization Models k

i ]
e Create Datasets

Keep the search range for Kx the same as for the steady state simulation. However, add Sy and allow Sy
to vary between 0.001 and 0.35. The dialogue box should look similar to the one shown below.
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x|

Type Use Zone Minimum Maximum Transform Limit L*

1 Kx i 1 1.00000e-003 [100.00 Log Factar [

2 Sy I? 1 0.001 0.35 Mone Factar [

3 Mane r 1 3.50000e-005 |35000.00 Log Factor [

4 |Mone r 1 3.50000e-002 |350.00 Laog Factaor [

5 Mane (Il 1 5.00000e-004 |5.00000e-002 |Log Factar [

6 |Mone r 0 1.00000e-004 |1000.00 Mone Relative [

7 |Mone r 0 1.00000e-004 |1000.00 Mone Relative |

& |MNone r 0 1.00000e-004 |1000.00 MNone Relative [

9 |Mone r 0 1.00000e-004 |1000.00 Mone Relative [

10 |Mone r 0 1.00000e-004 |1000.00 Mone Relative |

11 [None r 0 1.00000e-004 |1000.00 MNone Relative [

12 [None r 0 1.00000e-004 |1000.00 Mone Relative [

12 |Mone r 0 1.00000e-004 |1000.00 Mone Relative |
14 [None r 0 1.00000e-004 |1000.00 Mone Relative [+

« 1

Copy to Clipboard | Paste All Log/F achar Parameter Setup | Clear &l Parameters |

Hit “OK”

o]

Cancel |

Now it is time to create the PEST input files and check that all files are properly created. To do this, go

to, Model->PEST->Create Date Sets, view the Error/Warning file to ensure no errors were created.

Then Model->PEST->run PESTCheck, and finally, Model->PEST->run PEST. This may take a little while and

is a good opportunity to get a cup of coffee.

When PEST is complete, the optimized value for hydraulic conductivity can be uploaded into GWV by
going to, Model->PEST->Update Parameters. Calibrated parameters: Kx =0.2547 ft/d, Sy =0.02404.

Rerun MODFLOW with the updated parameters. Calibrated results provide a rmse = 2.26 ft and a scaled

rmse = 3.1%.

Plots of calibrated water level for each of the three observation wells are given below. Modeled results

do not perfectly match observed data, but system response to recharge events is well mimicked.
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Save the model.

——
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B-5 Design Storm (Isotropic Conditions)
Save the model created above in the following location,

siteD\Design_Storm\Design_Storm_noDRN.gwv
Rename the MODFLOW Root Names Design_Storm_noDRN.

Reassign the working directory by going to Model->Paths to Models... and browsing to
siteD\Design_Storm\ and press “OK”.

The design storm is the 100 year, 24-hour event. Calculated recharge is formatted as stress period,
recharge (ft/d) as given below in data file 100yr_cn80.dat with 23 stress periods.

B 100yr_cn80 - Notepad

File Edit Format WView Help

1 0.0014
2 0.0490
3 0.5432
4 0.4427
3 0.4039
6 0.6536
7 0.3113
B 0.1957
9 0.1328
10 0.1166
11 0.1044
12 0.0918
13 0.0829
14 0.0716
15 0.08657
16 0.0578
7 0.0590
18 0.0536
19 0.0514
20 0.0467
21 0.0404
22 0.0282
23 0.0208

Go to Model->MODFLOW->Package Options... and on the ‘Basics Tab, change the number of stress
periods to 23 and click Yes, and OK. Disregard the last message.
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MODFLOW Options x|

IBS/SUB | Density | 10 Fomats | Streams | Wels | MNW Package | Wetlands
Basic | BCF - LPF | Output Control | Initial Heads | Recharge - ET | Resaturation | CHDs

Data Set Titles
IMODFLOW Data Set Created by Groundwater Vistas

[™ Steady-State Simulation Mumber of Stress Perods |23
|se Stress Period Mumber I'I For Steady-state Simulation

[ Simulate a subset of stress periods from I'I to I'I

[¥ Save Statting Heads Head Value for Mo-Fow Cells IEI'B‘EI'
¥ Print Comments in Dataset

[T Cortinue MODFLOW Simulation Even i Convergence Mot Achieved

[T Convert Dry Cells to No-Flow Cells [T Mso Convert Dry Cells in Steady-State
[T Use Diffusion Zones for IBOUND Active Cells

IE'EI‘.-'S j Time Units

IFeet j Length Units

MODFLOW-SURFACT DATUM Iﬂ'

™ Wite Input Files in Free Format

Mumber of Signfficant Digits to Write IE
[ ok | caneel | g Help

Next the stress periods need to be redefined for the 100 year event. Go to Model->MODFLOW->Stress
Period Setup...

Hit the Import... button, and browse to siteD/import_files/data/sp_100yr.dat. The Stress Period Data
dialogue box should look like the following.
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x|
Period Length | No. Time Steps | Time Step Multiplier i QK |
1 |1 1 1 Carcel |
2 0.083 1 1
3 0.083 1 1
4 0.083 1 1
] 0.042 1 1
= i i i *
« - Irpaort.... I

Hit OK to exit.

Toggle the properties box to recharge

Flrccharae | e

Then open Props->Import->Transient Data by Zone...

|F‘ru|:|s XSect 30 Reports Window Help

| Set Value or Zone : i || | Elﬂunstant H

Property Values

Options...
HSU Options. .. iaas

Default Values... IIIIIII

Current Stress Period...

Current Chemical Component. ..

Export r Surfer to HSU...
Hvdraulic Conductivi Text XYZ...
5; rau ':p onductivity MODFLOW Package. ..
rage/Porosity EarthVision. ..

Leakance :

i Matrix...

v Recharge

2 o ot Palygon
et anf..:.pira o Zone Mumbers...
Top Elevation
e Zone Colors...
? m. .E'ua on Database...
Dispersivity

Transient Data by Zone...
Shapefile. ..
Row |Column |Layer. ..

Chemical Reactions
Initial Concentrations

Mifh izinn - Nieraw Am Sl

Browse to siteD/import_files/data/100yr_cn80.txt. If you cannot see the file, then double check that all
files (*.*) are visible. Hit “No” and “OK”.

A graph of the recharge rates are provided below.
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To use the same observation wells, it is necessary to remove the observed data pertaining to the
transient run just completed. Double click on any one of the observation wells, then click on the
“Transient Data...” button. Change the number of observation times to 1 and hit update. Change the
time listed for the observation to 1. The steady state stress period occurs on the first day.

ransient Calibration Target Information x

Transient |

Mumber of Observation Times |1 E [pdate |
Time Target Value Weight |+
1 1 235.7654853 (1
2
3
4
5
B
7 +
« | -

QK I Cancel Apply Help
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Repeat this for the other two observation wells. The observation, or target value, is not important, other
than 1 value is needed to see model results without changing the target to a monitoring well (with no
data).

Save the model. Then hit and hit Yes to building the new files. After model execution, import stress
period 23. Review of water levels in each of the observation wells shows that the highest water levels
occur on stress period 23 for the upper basin, and stress period 11 for the slope toe.

Hit and import stress period 11.

x|

Read Data for This Time Period

B
Stess Perind I'I 1| Time Step |1 &l
rT30? [v  Triansport Time Step |1 Browsze. .. |

Import?
Head File ID:\lcanoll\rnse\Dlainage\manual\mar Browse... | rd
Dravwdown File ID:\rcarroll'\rnse'\Drainage'\manual'\mar Browse... | [
Concentration File ID:&rcanoll'\rnse'\Dlainage'\manual'\mar Browse... | '
Cell-by-Cell Flow ID:\rcarroll'\rnse'\Drainage'\manual'\mar Browse... | r
[ Interpolate Targsts & Observation Data ™ Plot Pressure Head
™ Contaur water Table in Layer 1
[ Contour Masimum Concentrations in Layer 1 and Fow 1 in Section
™ Heads are in double precision
[ Drawdowns are in double precision
[~ Concentrations are in double precision
[ Cellby-cell Flows are in double precision oK I Cancel

[0 )



Modeled heads should look similar to the figure below,

st Cross-Secron Akng Raw 30 e

To see modeled heads in a spread sheet go to Plot->View Results in Spread Sheet.... Results can be
copied and pasted to a spread sheet application of choice (e.g. Excel, etc).
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Row 28 is highlighted. This is the row used for slope stability analysis. Values of 999.0 are dummy values
used by MODFLOW to signify a no-flow cell. Heads are not predicted.

Save the model

Now to install drains. Save the model with a new name but in the same directory,
Design_Storm_DRNO1. Hit Yes, and change the MODFLOW Root File Name to Design_Storm_DRNO1. Hit
OK.

Toggle the boundary condition to Drain.

IEIDrain j

Then go to BCs->Import->Text File...

BCz Props XSect 30 Reports Window Help
Insert k FLGW vI ||| IEIE
Delete k
Modify >
Copy...
QOptions... I_

Export... » MODFLOW Package...
Repair BC Cells MoFlow Matrix File...
Constant Head/C Surfer Grid File...
e Model BasefTop from SURFER...
well
) Shapefile...
River
] Shapefile Contours. ..
v Drain
General Head Boundary
Stream
Mo-Flow

And navigate to siteD/import_files/data/drn01_siteD.dat. The data file looks like the following,

.'. drn01_siteD.dat - Notepad

File Edit Format View Help

prain array contains 4 short drains with wide spacing.

id row col layer length distance top_cell bot_cell drain_Elev
4 35 66 1 1.44 50.76 232.09 212.09 225.19
4 34 66 1 0.81 49,32 231.46 211.46 225.06
4 34 67 1 6.47 48.51 229.82 209.82 224.99
4 34 68 1 0.61 42.04 229.01 209.01 224.43
4 33 68 1 5.86 41.43 228.56 208.56 224,37
4 33 69 1 2.02 35.57 228.17 208.17 223.86
4 32 69 1 4,45 33.55 227.78 207.7 223.69
4 32 70 1 3.43 29.1 227.04 207.04 223.30
4 31 70 1 3.04 25.67 226.8 206. 8 223.00
4 31 71 1 4.84 22.63 225.83 205.63 222.7
4 30 71 1 1.63 17.79 225.5 205.5 222.31
4 30 72 1 6.25 16.16 224.07 204.07 222.16
4 29 72 1 0.22 9.91 224.06 204.06 221.62

The number of lines to skip = 2 and the box allowing overlapping boundary conditions needs to be
checked.
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Import an X¥7Z File for Boundary Conditions

— File Infarmation

x|

| |

File: ID:Hrcarrnll"-.ruse"-.Drainage"'.mar Browse...
Cancel |

Ma. of Lines ko Skip at Top of File |21

File containg site coordinates r Yiews File |
Al Dverlapping Boundary Conditions v

Dielete Strezs Periods from Overlapped Cells I

Set Dirain Cells as Seepage Face I

i ake HeadWalue Constant I

i ake Cancentration Walue Constarnt —

Coordinate Data... Boundary Data... Conductance. ..

Now press the Coordinate Data... button and fill out as follows,

Boundary Condition Coordinate Data x|

Column Containing # Coordinate

Column Containing v Coordinate

Calurmn Containing £ Coordinate

Uze either 272 or RCL Data
Column Containing B ow Coordinate
Column Containing Column Coordinate 3
Calumn Caontaining Layer

Diefault Laper [if not in file]

I

Hit OK. Now hit the Boundary Data button and fill out as follows,
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Data Defining the Boundary Condition ll
] 4 I

Cancel |

Column Containing Head or G

[dn)

|

Colurmn Containing Concentration

Column Containing Bottom Elewation

[}

Column Containing Beach Mumber

(]

Column Containing Segment Mumber

Column Containing Starting Peniod

Colurmn Containing Ernding Period

Default Beach Mumber

Default Starting Stress Period

L]

TR LRI

Default Ending Stress Penod

— Streams
Flaws in ta Stream

Tribuwtary 1
Tributary 2
Tributary 3

Then hit OK. Now hit the Conductance... button and fill out the dialogue box as follows, where Hydraulic
Conductivity of the drains is set to the calibrated value. Length is given in column 5. Hit OK when done
and hit OK once more to import the drain data.
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Boundary Conductance Data x|

Colurmrn in File Default Y alue
Conductance IEI I'I
width of Boundary |0 [1
Length af Boundary |5 |'|
Hydraulic: Conductivity ||:| ||:|.24?54
Thickness of Boundary IEI I'I

Slope IEI

Roughness IU

] I Cancel

60 boundary cells should be imported.

To change boundary condition parameters, such as hydraulic conductivity of the drain cells, it is best to
go to BCs->Modify-> Simplified Editing....

BCs Props XSect 3D Reports Window Help

Insert g - — \
= ’ -me | & || & [ Drai
Secle e

Copy... Layer
Options. .. Reach
Import r Window
i " GradentFil...
Repair BC Cells i
Copy Stress Period. ..
Constant Head/Conc., Copy Transient Cycdle...
well Convert Dry Cells to Mo Flow
River Automatic GHE Update
v Drain Repair Streams
General Head Boundary Synchronize CH and Intial Heads
Stream Madify Drain Return Cells. ..
Mo-Flow — ™
wall Simplified Editing...
L o Change BC Type...

To import either a shapefile, or a GWV map file of drain array 1, go to File->Map->and choose format for
import. For purposes of this example, choose GW Vistas....
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ER GWVistas - [Design_Storm_DRNO1]

Gy File Edit View AE Plot Model Grid BCs Props XSect 3D

| 0]

E Mew
== Open...
=
—  Close
Bo  Save

Save As...
Co

Properties...
La

Print...

And browse to siteD/import_files/maps/drn01_siteD.map. To change the thickness of the drain lines, go

GW Vistas. ..
ModelCad. ..
DXF...
Surfer BLM...
Shapefile...
Bitmap. ..

Remove Bitmap

to Plot->Map Overlays... and change line thickness to 1 pt.

Map Overlays

x|
Line Thickness

File: IELEMSHSitED"simpu:urt_files'xmaps'xsiteD_u:DntDurs.map ID::: Mat Diraw

|n.25 pt. |

File: I:IBLE M ShaiteD \import_fileshmapshaiteD_domain. map ID::: Mat Diraw

File: I:H:IBLE b ShaiteD simport_fileshmapstdmOl_siteD.map IDraw

~] [
File: | [DoNotDraw =] EEEE:
File: | [Po ot Dian |
File: I IDDNDtDraw j iEE
File: | [DohotDraw | |Ept _
File: | [DoNotDraw =] [0.25pt |
File: | [DoMotDraw =] [0.25pt =l
File: | [DoNotDraw =] [0.25pt |

MOTE: Deleting maps takes effect after zaving
and reopening the Groundwater Yistas file.

Now its time to execute the model. Save the model and then hitand import stress period 11.

(] I Cancel |

Recontour water levels to 2 ft intervals by going to Plot->Contour->Parameters (Plan)...
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torm_DRNO1

Plot Model Grid BCs Props XSect 3D Reports Window Help

What to Display... Crrl+shift+i  E o ,I ||| E

Map Overlays...
Mass Balance
Calibration

Profiles
Hydrograph
Sensitivity Analysis
Matrix Calculator

v T v v v ¥

Legend
Contour

Window

I"'

Color Flood 3 Parameters (Flan)...
Particles 3 Parameters (Section)...
Vector Options... Concentration. ..

And changing the contour interval from 5 ft to 1 ft, and label every 5™ contour To remove GWV shading
of drain cells, go to Plot->What to Display... and unclick Display Boundary Conditions. Your model should
look similar to the image below.
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Save this model.

Included in the sited\Input_data\ file directory are shapefiles, map files and text files for drain arrays 1
through 13 for experimentation.

B-6 Modeling Anisotropy

B-6.1 Adding Model Layers

In order to model anisotropy it is necessary to have more than one model layer. For this site, four layers
are modeled, each layer 5 ft thick. To add layers to the model, take the Isotropic transient model with
no drains (siteD\CALIB\TR_noDRN\Tr_noDRN_Calib.GWV) and copy to a new directory
sited\CALIB\4L\Tr_4L_noDRN_Calib.gwv.

Hit Yes, and rename the MODFLOW root file names to, Tr_4L_noDRN_Calib and hit OK.

Go to Model->Paths to Model and browse the working directory to the location the GWV file was just
saved.

Paths to Model Executables x|
] I Cancel |

MODFLOW win22 Option IHUH - Execute

MT3Dwin32 Option |Fiun - Execute

Led L e

MODPATHwin32 Option  |Fun - Execute

Model Fath and Code M arne Command Line
MODFLOW  |C:AEwWYEMPNW TwIN 32 di Brawse | |
MODPATH  |C:AEwWYEMPSwINIZdI Browse | [
MT3D |C:AGABAMT 3DMWINZZ I Browse | [
Text Editor |nu:utepau:|.e:-ce Browsze | |
Fath3D I Browse |
Working Directory [hAMUAL Ex PROBLEMS ziteDWCALIBYAL Browse |
b ake this directom the Groundwater Yistas Default in System Begisty I

To add layers to the model, go to Grid->Insert->Layer Above. The default is the new layer is 50% of the
current layer (layer 1). Hit OK.
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Do this one more time. There are now three layers. Toggle the left hand Layer number to layer 3,
Gy File Edit view AE Plo

D& %[5
2|7 |0+ ®|
Fowe Mumber: W
Colurmn Mumber; |1_E
Laper Mumber: IB_E
Strezs Penod: |1_E
Component Mumber: |1_E
Figure Mumber: I'l_E

And repeat adding one more layer. By adding layers above, the no-flow cells were copied to the new
layers, but the constant head cells were not. To copy CHD cells make sure that the boundary condition
is toggled to Constant Head,

Elﬂunstant Head/Conc. j

And the left hand layer number is still set to 3. Go to BCs->Copy... and copy the BC from layer 4 to layer
3. Hit OK.

x|
Layer to Copy from: I‘ﬂ
Copy I.-“-‘-.II Reaches j |'| Cancel |

Current Boundary Condition Type: Conzstant Head

Copy BCsto Laver: 3 to Layer |3

Toggle to layer 2 and repeat, then toggle to layer 1 and repeat.

No it is necessary to define leakance. Toggle the properties box to Leakance,

[Micakonce K

Go to Props->Property Values->Database... and change the number of zones from 10 to 1 and hit
Update. Type in a value of 10 for leakance, and hit OK to exit.
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x
Zone Database |
Leakance Property Zone Values
Stress Period Number: 1 (Recharge/ET Only)
Mumber of Zones I'I E [pdate I
Leakance Color |+
1 10 ] ] 0
2
3
4
5
]
I +
« +
oK | caeel | sy | Heb |

No go to Model->MODFLOW->Model
Options... and go to the BCF-LPF tab.
Change Leakance Zones represents
Leakance, and switch to Vertical
Anisotropy. Vertical anisotropy is the ratio
of horizontal hydraulic conductivity to
vertical hydraulic conductivity, or VKA. By
setting VKA = 10, the vertical hydraulic
conductivity is one order of magnitude less
than horizontal hydraulic conductivity.
Also make all layers unconfined. Make
sure that the storage coefficient is set to
specific storage.

IES/SUB | Densty | /O Formats | Streams | Wels | MNW Package | Wetlands

"Basic  BCF-LPF | Output Cortrol I Initial Heads | Recharge - ET I Resaturation | CHDs
— Defintion of the Leakance Coefficient and Top Elevation
¥ Compute Leakance (VCONT) [~ Use Top Elevation Zones
Leakance Zones Represent j
 Layer Types
Layer Layer Type (LAYCON) BCF3/4 Averaging
] [1- Uncorfined (Layer 1) =] [Hemonic =] ﬂ
2 |3 - Uncorfined (T Varies) j IHarrnonic j
3 |3 - Uncorfined (T Varies) j |Harrnu:|nic j
4 |3 - Uncorfined (T Varies) j IHarrnonic j
5 ID - Corfined j IHarrnonic j d
[~ Use Varizble Anisotropy (Ruskauff and Kladias, 1996) Al Layers Corfined

[~ Compute Aquitard Leakance Like ModelCad

All Layers Unconfined
[ Storage Coefficient Represents Specific Storage (Ss)
[ Muttipy K Times Layer Thickness for Corfined Layers

= frite Wertical Atisatropy to LPF File | nstead of Kz

I=5]

o]

Cancel Spply Help
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When the single layer model was re-discretized into four layers, the observation wells were

automatically kept in the bottom-most layer (this is because layers were added above). GWV

observation points (i.e. targets) can only exist in one layer. Water table elevations will be plotted in

layer 1 when imported, therefore observation wells need to be moved from layer 4 to layer 1. To do

this, double click on an observation well, and change the layer number from 4 to 1.

Target Information

IHeau:I

T arget Type

T arget Mame: widl

T arget ' alue
wieight
Group Mo

Species MNo.

tirirum Bound
b amimum B ound

Residual = -0.58

— Steady-State Data

[ Targetis Steady-State

303

|

[

|

o

o

— Spatial Parameter:

w [13e152es [y [reeaes [
Layer |1|

[~ Head Target iz Difference with Layer

Censzanng O ption

Tranzient Data...

OF.

Cancel

Mame...

Caolar...

d Bk

—

IEI - Mo Cenzaring

-

Import. .. |

Repeat for the other two wells. Then save the model.

New observation data is imported to each of the wells. Data files are found in the

sited\import_data\data\anisotropic_wl01.dat for the upslope well wl01, anisotropic_wl02.dat for the

mid-slope well wl02 and anisotropic_wl03.dat for wl03 located in the slopes toe. To import, double click
on the well, then click on Import and browse to data file location and hit OK. Do for all three observation

wells.

Hit the button. Click “yes” to create Data files first?” and “Yes” to “Display Error File” if desired. The
model will take much longer to run than the single layer model due to the additional model layers.
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When the run is executed, make sure to click Contour Water Table in Layer 1. This is because model
layers will go dry and this contouring will allow one to use the spread sheet application in GWV to obtain
a single 2D representation of the water table surface without having to export all water levels for all four
layers.

x|

Fead Data far Thiz Time Period

B
Stress Period  |705 Time Step I-I ﬁl
FAT 307 [ Tranzport Time Step |'|| Browsze. .. |

| ripart?
Head File ID:'\rn:arru:ull'\.ru:use'\Drainage'\manual'\mar Browse... | 2
Drawdown File ID:'\r-:arn:ull"-.ru:use'\Drainage'\manual'\mar Browsze. .. | [
Concentration File ID:hrcarrnll'\.rnse'\Drainage'\manual'\mar Browsze. .. | [
Cell-by-Cell Flov ID:"-.rn:arru:ull'xruse"'.Drainage"-.manual"-.mar Browse... | I
V¥ Interpolate Targets & Obszervation Data [ Plot Pressure Head
W Contour W ater Table in Layer 1
[ Cortour M asimumn Concentrations in Layer 1 and Faow 1 in 5 ection
[~ Heads: are in double precision
[ Drawdowns are in double precision
[ Concentrations are in double precision
[ Cell-by-cell Flows are in double precision | O I Cancel

Using calibrated K, and S, parameters from the isotropic simulation water levels are modeled

319

——
—



B-6.2 Calibration of VKA
Calibration of VKA is done manually. VKA =1, 2, 4,6, 8, 10 and 20 are run independently. To accomplish
this, change the Leakance value from 10 to 1 in the Zone Database by toggling the property to Leakance,

[Micakonce K

Then going to Props->Property Values->Database...
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Zone Database Information x|

Zone Database |

Leakance Property fone Values

Stress Perod Mumber: 1 (Recharge/ET Only)
Mumber of Zones I'I E |l pdate |

Leakance Color

I

=l ||| =M=

QK I Cancel Apphy Help

Then hit OK and then after each model simulation, go to Plot->Calibration->Statistics...

Statistics on the sum squared error (SSE) and rmse are obtained by hitting the “Statistics...” button.
Results are tabulated and graphed below,

VKA SSE rmse (ft) rmse (%)

1 131 0.8 1
2 10.8 0.23 0.3
4 94.8 0.68 0.8
10 197 3.09 3.5
20 3280 3.98 7.8
3,500 - 4.5
1 —+—SSE j_ 4.0
3,000 RMSE o
£ ] E 35
5 2,500 . b
= a1 E 3.0 =
% 2,000 £ 25 é
o ] L
@ 1,500 ] F 20 =
5 P
] F 15
2 1,000 ] :
3 ] F 10
500 F 0.5
0 5 : ‘ . F 0.0
0 5 10 15 20

VKA
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Data pertaining to the one-to-one regression are obtained by hitting the “Plot Observed vs. Simulated”
button. Data can be exported from the plot by right-clicking and assigning to a *.dat file. Regression

results are compared below.

Regression statistics and one-to-one plots show that VKA = 2 produces the best comparison to observed
behavior. Variability is most evident at higher elevations in the basin, with increased VKA causing over
prediction. VKA = 1 produces nearly equal results to VKA = 2, except at the highest well (wl01), where a
VKA of 1.0 (isotropic) slightly under predicts observed behavior.
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Appendix C
Groundwater Modeling Example - Site SR
101 MP 69.8

C-1 Site Description

Demonstration site SR 101 MP 69.8 is located in western WA State with Figure C-1 pinpointing the

location via Google Earth. The surveyed map for the site is provided in Figure C-2, with 1 ft topographic

contours provided. Unfortunately, the site was not surveyed to the top of the hydrologic divide and so

uncertainty does exist with respect to possible water flux across the model domain. The highway crosses
the site about 2/3 from the top of the surveyed site
and a creek defines the lower portion of the site.

Figure C-1: Location of study site with respect to the
state of Washington.

Figure C-2: Site map
with 1 ft elevation
contours surveyed.
SR 101 is mapped
across the site as well
as inferred ancient
and active landside
locations. The creek
defines the lower
boundary of the site.
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Figure C-3 provides a cross section of the site with well locations provided. Geologically, the system
consists mostly of disturbed claystone situated above intact claystone. Thickness of the geologic unit is
approximately 100 ft. The ancient landslide slip surface is located at the contact of the disturbed and
intact claystone and marked with a dashed red line. At the slope toe is a passive zone. This is assigned a
separate hydraulic conductivity compared to the disturbed zone.

Figure C-3: Cross section of site SR 101 MP 69.8. A no-flow and CHD boundary are assigned to the
edges of the site and the intact claystone is assumed impermeable. SR 101 is indicated as are several

monitoring wells located at the site.

C-2 Model Domain and Grid
The model domain and grid are shown in Figure C-4. Cell dimension is 10 ft x 10 ft and wells are shown
in plan-view.

Figure C-4: Model grid with well
locations and CHD marked.
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C-3 Modeling Strategy
The modeling sequence for MP 69.8 is shown in Figure C-5. A slightly more advanced iterative approach
to calibration is done for pre- and post - drain scenarios.

Figure C-5: Modeling sequence used for MP 69.8.

C-3.1 Steady State Conditions

Steady state conditions for pre-drain water conditions in four wells is done by adjusting the hydraulic
conductivity in the disturbed claystone to 0.46 ft/d and in the passive zone in the slope toe to 0.6 ft/d.
Steady state recharge is estimated at 0.00924 ft/d, to represent the average computed recharge
between years 2005-2007. A regression of observed and predicted steady state water levels is given in
Figure C-6, with an rmse = 0.33 ft.

C-3.2 Transient Conditions
Transient simulations are defined as pre-drain, and post drain. Figure C-7 shows water levels in various
drains along with a timeline of when emergency drains were installed in upper slopes of the site during
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the winter of 2006, as well as when non-emergency drains were installed in the slope’s toe region
(summer of 2006).

Figure C-6: Pre-drain steady state water levels.

Emergency drains installed Drains at landslide toe installed

Pre-Drain l{ \I/ Post Drain
0 il’r'_l—r_q.-'; r' (% ‘f’.l'l-“ |‘|.||l|uvrv L% 0 Ls - Tn-lq-.‘ t‘- . Ir'l"'n"u' Ll B 0
10 1 [
9 i)
B -
0]
20 1. H-4A-06 I e}
m H-1A-05 ©
2 30 L4 O
& ] a
= ] A
] 4 0]
> 6 O
3 50 | H-3A-06 923-
B 1 WJWA__——_ (-a
= 60 - = H-1A-06 | g 2
= 3
70 A =5
H-2A-06 - 10 g
80 A ~
90 T T T T T T T T T T T 1} T T T T T T T T T 1 2
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& 5 & 8 8§ 5 5 8 &8 =2 2 ¢

Figure C-7: Water levels for various monitoring wells located in site MP69.8. Modeled time periods
are indicated as “pre-drain” and “post drain”. The post drain period represents both emergency and
toe drains.
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The pre-drain scenario was used to calibrate the storage terms S; and S, to 0.003311/ft and 0.045,
respectfully to best match 2005 water levels in H-1A-05. Figure C-8 shows observed and predicted water

levels.
310
H-1A-05

g ]
§ 305 1 Figure C-8: Observed
= T and predicted water
ot
ks . levels for well H-1A-05
S 300 1
et for the pre-drain
o ® Observed P

i — Predicted scenario.
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Drain layout with wells marked is given in Figure C-9. Modeled water table elevations are provided for
the first stress period that is run to steady state in order to get water levels a function of drain layout.
Emergency drains are located in the upper portion of the basin (above and just below the highway),
while the landslide toe drains originate at the bottom of the slope. Drain specifications were provided by
the geotechnical report; however, many of the elevations of drain are only approximate.

Figure C-9: 2010 post
drain scenario
showing steady state
water levels at the
start of the
simulation. Well
locations are
indicated.
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Steady state conditions are assumed in the summer of 2010, prior to significant rainfall on the site.
Uncertainty in drain elevations and lack of knowledge of drain conductance allowed the adjustment of
these parameters to help match summer water levels. The former was adjusted to lower the rmse in
predicted water levels while Cd was adjusted to best match observed drain flow (C4 = 9.0f ft2/d).
MODFLOW simulated drain flow is unable to capture lags in system since unsaturated flow is not
accounted for and recharge is assumed to occur immediately with precipitation. In addition, drains do
not always flow with stored water, while MODFLOW tracks all water entering the drain as drain flow at
the moment it enters the drain system, not necessarily what exits the drain pipe at the tip of the cluster.
However, trends in drain flow are captured as is overall water balance aspects. In addition, calibrated
hydraulic conductivity was used as an initial guess in the new simulation. Results indicate little change

in K values.

Predicted water levels are provided in Figure C-10 and show that greater response in water levels is
predicted than observed. This is believed a result of not including unsaturated flow in the model, which
may mitigate water levels as water percolates through the vadose zone during small rain events.
Therefore model results are likely a “worst” case scenario of water level response for relatively thick
geologic strata, but may be more indicative of water levels for thinner geologic layers (i.e. 20 ft as
demonstrated in Chapter 7). Model results oscillate about observed values and are considered

adequate for modeling purposes.
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Figure C-10: Transient water levels for post drain scenario 2010.
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C-4 Design Storm

The design storm is based on the 100-year 24-hour total precipitation of 6.5 inches based on NOAA atlas
2 (1973, http://www.wrcc.dri.edu/pcpnfreg.html). The groundwater model is initiated with steady state
conditions prior to the storm using the drain layout shown in Figure C-9. The rise in water levels is
compared to steady state conditions. The model is run for a total of two weeks to monitor how water

levels recede after the 24-hour storm event. Modeled water levels for each of the monitoring wells is
given in Figure C-11.
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Figure C-11: Predicted water levels at the four monitoring wells for the 100-year design storm.
Rising water levels are compared to steady state conditions computed with steady state recharge.
Water levels drop below steady state water levels after 10 days with no recharge.

The question that arises in terms of design is which drains are doing the most to maintain water levels at
steady state conditions at the end of the 1-day storm event? Figure C-12a shows contours of water level
increase over steady state water levels on day 1 of the storm. It is evident that only one drain array is
able to keep water levels close to steady state conditions during the storm event. This drain array is
located in the toe region. Other drains are ineffectual due to installation elevations that are too high.

A hypothetical simulation is conducted with all drains lowered by 10 ft. Figure C-12b shows contours of
water level increase over steady state water levels on day 1 of the storm. Lowering drain elevations
improves the effectiveness of the upper slope’s emergency drains in lowering water levels, but most of
the gain in maintaining steady state water levels is acquired in the toe region of the slope. The
experiment is repeated given a lowering of all drains by 20 ft. Figure C-12c shows that effectiveness of
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drains continues to improve, with more notable changes in the upper slope. In conclusion, toe drains
are most efficient in reducing water levels, with effectiveness of drains highly dependent on the

elevation of these drains.

(a) (b)

(c)

Figure C-12: The maximum change in water level from steady state conditions (a) for estimated
drain elevations, (b) drain elevations lowered 10 ft, (c) drain elevations lowered 20 ft.

C-5 Geotechnical Analysis and Drain Arrays

Figure C-13 shows a cross section down the central axis of the basin as provided in Figure C-3. Using the
Bishop simplified method two rotational failures are found for which FOS < 1.0. A small rotational
failure is predicted to occur below US 101 in the toe of the slope, and a larger rotational failure that
extends upslope above the highway. The critical water surface, for which failures are expected to occur

——
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is shown as a dashed red line while the range in observed water levels in well H-1A-05 shows that at this
location water levels are close to critical.

Figure C-13: Estimated critical water surface and associated failures for which FOS < 1.

Figure C-14 shows the water table profile estimated using the numeric model and the design storm
event given no horizontal drains. Water levels rise above the critical failure surface and failure will occur
above and below the highway. Figure C-15 shows several predicted water level profiles for the design
storm given different drain configuration. The blue-line represents water levels if only emergency drains
are installed in the upper slope. These drains are unable to sufficiently lower the water table surface
below the critical water level in a majority of the slope and failure is likely. Water table profiles for all
drains and only slope toe drains are nearly identical. This signifies that landslide toe drains are
responsible for most (all) of the water level reduction and the upslope emergency drains are made
obsolete after the toe drains are installed.
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Figure C-13: Water levels predicted during the design storm given no horizontal drains and
compared to the critical water surface.

Figure C-14: Water levels predicted during the design storm given the emergency and toe drains are
installed (purple line), only the toe drains are installed (dashed yellow line), and only the emergency
drains are installed (blue line)
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Appendix D
Major Soils and Associated Hydrologic
Soil Groups in the United States

Two mechanisms are provided for obtaining the hydrologic soil group. First, the National Resources
Conservation Service (NRCS) interactive website can help isolate major soil groups for a region of
interest as well as provide hydrologic soil group information. NRCS tabulated values for major soils
across the United States are provided (NRCS, 1986).

D-1 NRCS Interactive Website

A comprehensive list of soil surveys by state can be found on the National Resources Conservation
Service (NRCS) website (http://websoilsurvey.nrcs.usda.gov/). Follow the directions for creating and
setting an area of interest (AOI) for which one can then access soil information and associated reports.

Once an AOI is defined, soils are listed in the tab “Soil Map” with an example given below.

Navigate to the tab “Soil Data Explorer” and find a sub-tab called “Soil Properties and Quantities”. On
the left, is a drop-down menu on “Soil Quantities and Features”. Hydrologic Soil Group is included as a
heading. A screen shot of the site is given below.
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Hit the button “View Rating”. This results in tabulated summary of hydrologic soil group,

Tables — Hydrologic Soil Group — Summary By Map Unit [2]

Summary by Map Unit — Gunnison Area, Colorado, Parts of Gunnison, Hinsdale, and Saguache Counties (C0662) @
Map unit symbol Map unit name Rating Acres in AOI Percent of AOI

Ad Alluvial land A 39.6 14.8%

DsE Duffson-Spring creek stony loams, 5 to 40 B 0.4 0.2%
percent slopes

EvB Evanston loam, 1 to 5 percent slopes B 45.2 16.9%

EvD Evanston loam, 5 to 20 percent slopes B 42.1 15.7%

GaA Gas Creek sandy loam, 0 to 1 percent slopes D 24.9 9.3%

IrA Irim loam, O to 1 percent slopes C 62.7 23.4%

PmF Parlin-Mergel gravelly loams. 5 to 45 percent C 52.9 19.7%
slopes

Totals for Area of Interest 267.8 100.0%

Along with a color coded map of the AOI.




D-2 Tabulated Hydrologic Soil Groups for the United States

ABALAN .

ABALOBADIAH ..
ABARCA
ABBAYE

ABBOTTS -
ABBOTTSTOWN

ABEGG ...
ABELA .
ABELL ...
ABEMAKI ...
ABERDEEM
ABEROMNE __.
ABERSITO

ABIIUA .
ABIQUA, Flooded .
ABIQLLILU
ABITA .
ABOD .
ABOR .
ABORIGINE
ABOTEN _..
ABRA .
ABRACON
ABRAM ...
ABRAZD, Gravelly
ABRAZOD .

ABSARCOKEE .
ABSARQOK Cool .
ABSAROOK .
ABSAY .
ABSCO ..
ABSCOTA
ABSHER ...
ABSTON
ACACIO.

ACASCO ...
ACCELERATOR
ACCOLA ...
ACEITUNAS
ACEL ...
ACHELAKE .
ACHIMIN _.

ACKELTOM .
ACKER ...
ACKERMAN
ACKETT ...
ACKLEY
ACKMEN ..
ACKMEN, Wet ...
ACKMORE, Poorly Dralned .
ACKMA ..

ACTEM ...

ACTI.......
ACTON .
ACUFF .
ACUNA .
ACY .
ADA
ADABOI
ADAIR ...
ADAMANT
ADAMS ...
ADAMSLAKE .
ADAMEON ..

ADAMEVILLE .
ADATON
ADAVEN ..
ADCO ...
ADDER .
ADDERTOM
ADDICKS ...
ADDIELOW ..

OOOODm»oa0000D0mo

%:

ADEL, Wet .
ADELAIDE ...
ADELANTO .
ADELING e
ADELINO, Saling-alkall
ADELMANN .
ADELPHIA

OooDme»ooOm

ADJIDAUMO ..
ADJUNTAS
ADKINGS
ADLER..
ADMAN .
ADOBE .

586

ADY ...
ADYEVILLE
AECET ...
AENEAS
AETNA ...
AFFEY ..
AFLEY ..
AFLEY, Extramaty Stony ..
FTAD

OmaOmOOmoOaOmo

=}

AGAR
AGASSIZ .
AGATE .
AGATHA
AGAWAM
AGEE ...
AGENCY _
AGENCY, Stony
AGERDELLY ..
AGFAYAN
AGMAL .

AGUA DULCE
AGUA FRIA
AGUADILLA
AGUALT ..
AGUEDA .
AGUILARES

ODNO0D0O000000DN0000DN0mNmoomon
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AGUILITA ...
AGUIRRE ...
AGUSTIN
AHART ...
AHCHEW.

[=T=T -R=leT ol TR =T =Re =11 -T=F "]

AHWAHMEE ..
AIBONITO ..

AIDD
AIKEN ..
AlKMAN
AILEY ..
AIMELIK .
AINAKEA .
AINELEY ...
AINSWORTH
AIRMONT .........
AIRPORT, Wet.
AIRPORT ...

FPODODEDOOO@mDDmn

E

AKERITE .
AKERS
AKERUE ..
AKHONI
AKINA ...
AKINVILLE .

AKSARBEM
ALABASTER
ALADDIN .
ALADSHI .
ALAE
ALAELOA
ALAGA ...
ALAKAL ...
PARANAT
ALAMA ...
ALAMADITAS
ALAMAMNCE
ALAMBIQUE ...
ALAMEDAWELL
ALAMO
ALAMOGORDO
ALAMUCHEE
ALANGO ..
ALANOS ..
ALANOS, Cool .
ALAPAHA _..
ALAPAI ...
ALATAMN
ALBAN .
ALBANC ..
ALBANY ..
ALBATON
ALBEE ........
ALBEMARLE ...
ALBERS ...
ALBERTI .
ALBERTON
ALBERTVILLE
ALBICALIS .
ALBINAS
ALBION ...
ALBRIGHTS ..
ALBURZ ...

ITENOENDEOEODrDr oD NDNOo0 NEErDMmm
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ALBUS ...
ALCALDE ..
ALCAN .
ALCESTER
ALCOA .
ALCOMA .
ALCOT.
ALCOVA .
ALCOVY .
ALDA, Saline.
ALDA
ALDAPE .
ALDAX .
ALDEN ...
ALDENLAKE .
ALDEH.........
ALDERDALE .
ALDERFLATS ..
ALDERMAND
ALDEROM ...
ALDERWOOD ..
ALDM
ALDMMNE
ALDING ..
ALDIMG .
ALDOD ...
ALDRICH ...
ALEDO ...
ALEGROE _
ALEKNAGIK .
ALEMEDA _
ALESMA .
ALEX .
ALEX, Wet Substratum
ALEXANDER ...
ALEXANDRIA ..
ALFLACK .......
ALFORD ...........
ALGARROBO ..
ALGIERS
ALGOA
ALGOMA

ALLAGASH
ALLAMORE
ALLANTOMN
ALLARD .
ALLDOWM
ALLEN ..
ALLENDALE ...
ALLENS PARK
ALLENS PARK, Stony .
ALLENTINE ...
ALLENWOOD ..
ALLHANDS
ALLINGHAM .
ALLIS ......
ALLIVAR.
ALLKER ..
ALLOUEZ __
ALLOWAY
ALLUVIAL LAND
ALLWIT ..
ALMAC
ALMAVILLE
ALMIRAMNTE.
ALMO ..
ALMOND
ALMONT .
ALMORA
ALNITE ..
ALNULT ..
ALOGIA .
ALOHA ..
ALOMAN
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ALOMA
ALOMEMILL .
ALONSO ...
ALOMZEVILLE

ALPIN __
ALPINEPEAK ..
ALPY

ALSASH
ALSCO

ALSTAD ...
ALSTONY
ALSTOWN

ALTAVISTA .
ALTDORF ..
ALTHOUSE
ALTICREST .

ALTURAS
ALTUS ...
ALTVAN
ALUF .
ALUM ..
ALUSA
ALVADSA
ALVARADOD ..
ALVIN ...
ALVISO .
ALVODEST ..
ALVOR ..
ALWILDA
ALZADA
ALZOLA.
AMABILIS .
AMADOMN
AMADOR
AMAGON .
AMAL

AMARILLOD
AMASA

AMBRANT .
AMERAW _
AMBROSIA .

AMERICUS ..
AMERIMINE
AMERY __
AMES .
AMESHA
AMHERS
AMIRET ..... -
AMISTAD e

AMITY
AMMORN _
AMNICON
AMODAC .
AMOLE ..
AMOR ...
AMORLUS .
AMOS
AMOSTOWN
AMPAD ..
AMPHION.
AMEDENM ..

AMACAPA
AMNACOCO
AMACOMDA _
AMAHEIM .
AMAHUAC
AMALULL .
AMAMALC
ANAMITE
AMAMN
AMAPRA
AMASAZI .
AMATOLIA
AMATOMNE
AMALD ...
AMAVERDE _
AMAWALT
AMCENY
AMCHO ...
AMCHO, Saline .
ANCHOR POINT
AMCHORAGE ...
AMCHUSTEQUI
AMCHUTZ ...
AMCLOTE
AMCO ...
ANDERGECRGE
AMDERLY ...
AMDERSON . .
AMDERSON, Hard Supstratum ...
AMDOK ...

AMDOVER
ANDRADA
AMDREGG
AMDRES..
AMDAEWS
AMDRUSIA
AMDRY ..
ANDYS .
AMED ...
AMELA ...
AMGELICA
AMGELINA, ...
AMGELPEAK ..
ANGELUS
AMGIE .
AMGLE ..
AMGLEMN
AMGOLA
AMNGORA .
ANGUE ...
ANHALT
AMIAK ...
AMIGON
AMIMAS ..
AMMABERG .
ANMAHOOTE ..
AMNMALAKE _

AMMAW .

AMMEMAINE
AMMISOUAM ..
AMMISTON
AMMNLAKE.
ANMNOMNA
AMMNROMA
AMMUM ...
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ANDRA
ANONES
ANOWELL
ANSGAR ..
ANEPING .
AMT FLAT ...
AMTARES ...
ANTARES
ANTELOPE SPRINGS
ANTERO........
ANTHOLOP
ANTIGO ...
ANTILON .
ANTIOCH
ANTOINE .
ANTOKEM
ANTON .

ANTONITO .
ANTOSA

ANTWERP
ANUNDE

APALO ...
APELDORN
APEX
APISON
APMAT .

APPAM
APPANOOSE .
APPERSON ...
APPLEDELLIA
APPLEGATE ..
APPLERIVER.
APPLESEED ..
APPLESHALL
APPLING ...

APTOS ...
AQUANDIC HUMAQUEPTS
AQUARIUS ...

AQUATHA ..
AQUILLA
AQUIMA ..
AQUINAS
ARADA ...
ARADARAN
ARAGON ...
ARAMBURL .
ARAPAHOE .
ARARAT ..
ARAT ...

ARBOR ...
ARBUCKLE .

ARCADIAN ..
ARCATA

ARCHABAL .
ARCHBOLD
ARCHER ...
ARCHIM, Cool
ARCHIN
ARCO
ARD ...
ARDENING .
ARDENMONT
ARDEP .
ARDILLA
ARDTOO ..
ARECIBD .
ARENA ...
AREMALES ...
ARENOEA o
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ARGALT .

ARGOMNNE ..
ARGORA .
ARGOVAR ..
ARGYLE ......

ARIEL ...

ARIVACA, Very Coobly .
ARIZER .
ARKABUTLA
ARKAQUA
ARKOMNA .
ARKPORT
ARKRIGHT ..
ARKSON .
ARKTON
ARLAND
ARLE .
ARLEN..
ARLINGTOM, Thick Solum ..
ARLINGTON
ARLOVAL ..
ARLYNDA
ARMENDAR
ARMENIA
ARMESA .
ARMESPAN
ARMINGTON
ARMISTEAD
ARMITAGE .
ARMO ...
ARMOINE
ARMPLUP .

ARRASTRE .
ARRIBA .
ARRINGTON __
ARRIOLA ...
ARRITOLA ..
ARROD ..
ARROLIME .
ARRON ..
ARROWHEAD
ARROYADA ...

ARTNOC .
ARTRAY
ARUJO
ARUNDEL
ARVA ...
ARVADA .
ARVANA
ARVILLA
ARWITE
ARZOD ...
AZARY
ASABEAMN
ASBILL _
ASCAR .
ASHART
ASHBURMN
ASHCAMP

ASHDOS |
ASHERTOMN
ASHFORD...... S
ASHFORK .o
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ASHIPPUN .o
ASHKUM ...
ASHLEY .
ASHLO ...
ASHMED
ASHMUM
ASHMOLA
ASHOLLOW ..
ASHONE
ASHPORT ..
ASHTRE.
ASHUE __
ASHUELOT
ASHVILLE ..
ASHWOOD
ASHWORTH .
ASKECKEY
ASLINGER .
ASOLT .
ASOTIN ..
ASPARAS ..
ASPEN ...
ASPEMLAKE .
ASPERMONT
ASPERSON .
ASSATEAGUE ..
ASSININS...
ASTATULA .
ASTOR ...
ASTOR, Flooded .
RAG

DODDDOD0DDDoomD 0
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ATLANTIS .
ATLAS
ATLATL
ATLEE .

ATRYPA ...

ATSION ......

ATSION, Tide Flooded ..
TELLA ...

AUBERRY .
AUCHARD ..
AUDUBON .
AUFCO ...
AUGAMNALSH
AUGGIE ...
AUGUSTA .
AUGUSTINE .

AUSTINVILLE ...
AUSTONIO ...
AUSTWELL
AUT ...
AUTOMBA
AUTRYVILLE
AUXVASSE
AUZQUI ...
AVA .
AVAL

AVANT
AVAR

Do»0o00oDr»o00no000 0o 000000 OnDon000000m O

AVERLAMNDE ...

BAAHISH .
BABBINGTON.
BABCO ...
BABELTHUAP
BABERWIT ..
BABOOM ...
BABOOQUIVARI
BABOOQUIVARI, Sandy

Substratum .
BACBUSTER ..
BACH............
BACHELOR .

BADGERMONT ..
BADITO .
BADRIVER
BADUS ...
BADWATER .
BAGGER ...
BAGGOTT
BAGGS .
BAGLEY
BAGMON

BAHIA ...
BAHIAHONDA
BAHMNER
BAILE ...
BAILING
BAINES ...
BAINTER ...
BAINVILLE ...
BAIRD HOLLOW
BAKERSFIELD, Dralnad .
BAKERSFIELD, Saline-Sodlc
BAKERSVILLE ....
BAKSCRATCH ...
BALAKE ...
BALATOM .
BALCHER .
BALD ...
BALDEAGLE
BALDER ...
BALDHILL ...
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BALDEMNOB ...
BALDMOUNTAIN .
BALDRIDGE ..
BALDWIN

BAMFIELD
BAMADERU
BAMAT ...
BANBURY

BARATARI ..
BARBARELA ..
BARBAROSA.
BARBARY ...
BARBERMILL
BARBERT
BARBOUR ...
BARBOURVI
BARCE ...........
BARCELONA .

BARGAMINM .
BARGE ...
BARGER .
BARHISKEY
BARIO .
BARISH -
BARKEY ......

BARKSHANTY
BARLING ...
BARLOW .
BARMABE .
BARNELLCREEK .
BARNESTON
BARMHARDT .
BARMMOT ..
BARMSDALL
BARMNWELL
BARODA .
BAROID ...
BARPEAK ..
BARRADA ..
BARRE ...
BARRETT
BARRON .
BARRYMORE
BARSAC ...
BARSHAAD ...

OO 00000

Sxhombnooo»hmo

DONENUNDEOOONUE»on0RNEOE 00 DEIE0 00NN 0N00nE 00 ©

BARTHOLF ...
BARTIMNE ...
BARTMUS .
BARTO ...
BARTOME ..

BARTONFLAT ..
BARTONHILL
BARZEE .
BASCAL .
BASCOM
BASCOVY .
BASH ...
BASHER.
BASILE

BASKET .
BASNOB.
BASSEL .
BASSFIELD ..
BASTIAN ...
BASTOMN _
BASTROP ..
BASTSIL.
BATA ...
BATEMAN ..
BATES ...
BATESVILLE.
BATHEL .
BATTEAU ...
BATTLE CH .
BATTLEBUTTE.
BATTLEFIELD ..
BATTLEGROUND
BATTYDOE
BATZA ...
BAUDETTE
BALGO ...
BAUMAMN
BALX ...
BAUXSOMN .
BAVARIA
BAVDARK ..
BAXTERVILLE ..
BAYAMOMN .
BAYFIELD ..
BAYHOOK ..
BAYHORSE
BAYLIS ..
BAYLOR .
BAYMEADE ..
BAYOU ...
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BAYSHORE ..
BAYTOWN .
BAYUCOS .
BAYVIEW

BEANBLOSSUM..
BEANFLAT.
BEANO ...
BEAR BASIN.
BEAR CREEK
BEARCAMP ..
BEARDALL ...
BEARDSLEY.
EBEARDSTOWN ...
BEARGULCH
BEARHEAD
BEARPEN _.
BEARHUN ..
BEARTOOTH
BEARTRAP .......
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BEARVILLE .......
BEARWALLOW
BEASLEY ...
BEASON..
BEATRIGCE .
BEAUCOUP
BEAUFORD ...
BEAUGHTOMN
BEAUREGARD .
BEAUSITE ..
BEAUVAIS .
BEAVERCREEK
BEAVERDAM....
BEAVERDUMP .
BEAVERFLAT
BEAVERTAIL .
BEBEEVAR

BEDSTEAD
BEDWYR.
BEDZEE .
BEECH ...
BEECH GROVE
BEECHER ......
BEECHWOCOD
BEELEM ..
BEENO.
BEERBO..
BEERSHEBA

BEEZEE .....
BEHEMOTOSH.
BEHRING ...
BEIGLE ..
BEIRMAN
BEJUCOS

BELDEN ..
BELDING.
BELFOM
BELGARRA
BELGRADE
BELINDA, .
BELK ...
BELKMAP
BELLA .
BELLAMY
BELLAVISTA
BELLE ...
BELLECHEST
BELLEHELEN
BELLENMINE
BELLEVILLE .....
BELLEVILLE
BELLEVUE
BELLICUM .
BELLINGHAM
BELLOTA ...
BELLPASS .
BELLPINE ..
BELLSLAKE ...
BELLTOWER
BELLWCOD
BELMILL ..
BELFRE ..
BELRICK .
BELROSE
BELSAC __.

BELTAVA .
BELTON ...
BELTSVILLI
BELUGA ...
BELVOIR
BELZAR
BEMIDJI
BEMIS ...
BEMISHAVE ...
BEN LOMOND
BENADUM ...
BENCHLEY ..
BEND ........
BENDAHL
BENDAVIS
BENDER
BENDERLY ..
BENDOH ..
BENEMES
BENEVOLA ..
BENEWAH
BENFIELD
BENITD .
BENKA ...
BENKELMAN ..
BENKLIN ..
BENMAN ..
BENNDALE ..
BENNING .
BENRIDGE
BENSLEY .
BENSON
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Lol

BENTEEN
BEMTILLA ...
BENTONSPORT.
BEMZ ...
BEOCR ...
BEOWAWE ..
BEQUINN .
BERDA ...
BERDUGO
BEREA ..
BERGQU
BERGESTHOM .
BERGSVIK ...
BERLAND

BERNICE
BERNOW .
BERON ..
BERRAY _.
BERRYHILL .
BERRYMAN .
BERTHAHILL
BERTHOUD .
BERTOLOTTI..
BERTRAND _
BERVILLE ....
BERWOLF ..
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BESSIE .
BESSLEN.
BESTPITCH .
BESTROM
BETHALTO .
BETHANY
BETHUNE
BETIS ...
BETRA..
BETTERAVIA
BEULAH ...
BEVERIDGE
BEVERLY .
BEVIER .
BEVIL ...
BEVINGTON ...
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BEWEARZE ..
BEWLEYVILLE .
BEXAR ...
BEZ(D ...
BIAGGI ....

BICKERDYKE
BICKETT ....
BICKFORD ..
BICKLETON
BICONDOA
BIDDLE ...
BIDOMNIA ..
BIDRIM
BIEDELL..
BIEDSAW
BIFFLE ....
BIG TIMBE

BIGBEAVER .
BIGBEE ...
BIGBOW ..
BIGBROWN
BIGCREEK .
BIGDRAW ..
BIGDUTCH

BIGRIVER ..
BIGSAG ...
BIGSHEE

BILGER ...
BILGRAY .
BILHAUL .
BILHIL .
BILLMAN .
BILLYBOY ..
BILLYCREE
BILLYHAW .
BILLYRIDGE .
BILMOD ...
BILSOMN ...
BILTMOR
BIMIMI .
BIMMER ..
BINDLE ...

BINGHAMVILLE ..
BINMSVILLE _
BINS ...
BINTOMN, Reclalmed
BINTOMN ...
BINVAR .
BIPLANE .
BIPPUS ...

BIRCHLAKE
BIRDSALL ..
BIRDSBEAK
BIRDSVIEW
BIRKBECK ...
BIRMINGHAM __.
BISBEE ...
BISCAY ...
BISCAYNE .
BISCHOF
BISCUIT ..
BISGAMNI ..

BISHOP ....

BISSETT ..
BISSONNET
BIT ...
BITCREEK ...
BITCREEK LOAM ..
BITNER .
BITTER......

BITTERCREEK ..
BITTERROOT
BIVANS ...
BIWABIK
BIXBY .......
BJORKLAMD ...
BLACGK CANYOQ
BLACKBURM .....
BLACKCREEK
BLACKDOG ...
BLACKFOOT ..
BLACKHAMMER
BLACKHOOF ..
BLACKHORSE
BLACKLAKE ...
BLACKLEG ..
BLACKMORE ..
BLACKMOUNT
BLACKMNEST ..
BLACKOAR ..
BLACKPIPE .
BLACKRIVER .
BLACGKSAN .....
BLACKSPAR
BLACKSPOT
BLACKTOP ...
BLACKWATER
BLACKWOOD .
BLAG ...

BLAKENEY
BLALOCK.
BLAMER ...
BLANCA ...
BLAMCHE ....

BLAMCHESTER
BLAMCOVERDE ....

BLAMEY
BLANKET .
BLAMKOUT ..
BLANTON
BLAPFERT ..
BLACQUIRRE
BLASE ...
BLASHKE.
BLAYDEMN.
BLAZEFORK
BLEAKHILL ..
BLEAKWOOD .
BLEIBLERVILLE ....
BLEUMONT __.
BLEVINS ..
BLEVINTON .
BLEWETT
BLICHTON
BLIMO ...
BILIND ..
BLINDEPRING
BLINM

BLINT ...
BLISSHILL
BLITZEM...
BLIZZARD
BLOCEER ...
BLOCKHOUSE _.
BLOCETOWN .
BLOOMFIELD .
BLOOMING .....
BLOOMINGDALE ..
BLOOH ............
BLOSSBERG .
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BLUCHER ...
BLUE EARTH.
BLUE LAKE

BLUEAGLE

BLUEBIRD ...
BLUECANYON .
BLUECREEK .
BLUEDOME ...
BLUEGULCH .
BLUEHILL ..
BLUEMASS
BLUEMOSE ...
BLUERIM ...
BLUESKY ...
BLUESLIDE ...
BLUESTOCKING .
BLUESTOME ...
BLUEWATER .
BLUEWING
BLUEYE ..
BLUFF .....
BLUFFCREEK
BLUFFTOMN
BLUFORD
BLUHOL ..
BLULA

BOARDMAM......
BOARDTREE.
BOASH ...
BOAT

BOBTAIL ...
BOBTOWHN .
BOCK
BOCOX ...
BODECKER
BODIFORD ...
BODORUMPE ...
BOEL
BOEL, Overwasn .
BOERME ...
BOESEL, Protectad.
BOESEL ..

BOGA ......
BOGACHIEL ..
BOGAN ..
BOGGIAND
BOGGS ..
BOGGY
BOGUE ...
BOGUSCREEK .
BOHICA. ................
BOHICKET
BOHMNA ... -
BOHMNLY .. -
BOHMSACK -
BOILER ... -
BOISE......
BOISTFORT -
BOLACK .. -
BOLD ...
BOLENT ..
BOLES....
BOLES Loam Substratum
BOLEY ...
BOLFAR
BOLICKER .
BOLID.........
BOLLIBOKKA
BOLLING ...
BOLTON ..
BOLTZ .....
BOLUDOD .
BOMAR ...
BOMBAY ...

BOMA
BOMNAIR.
BOMANZA, .
BONAPARTE
BOMNDMAMN
BOMNDOE _..
BONDUEL .
BOME ...
BONFIELD
BOMFRI .
BONG ...
BOMHAM ...
BOMIDU ...
BONIFAY
BOMJEA
BOMNJON
BOMN ...
BOMMNASH.
BONNEAU .
BOMNEFEMME ..
BOMMNERDALE
BONNET .......
BOMNEVILLE
BOMNICK
BOMNOLDEN .
BOMNSAI ..
BONSALL ...
BONWIER .
BONWIER .
BOOFUSE.
BOOKOUT .
BOOKWOOD
BOOMSETICK
BOOMTOWN ..
BOONDOCK
BOONE ...
BOONESBOROD ..
BOONTLING ...
BOONVILLE .
BOOTEN ...
BOOTLAKE ..
BOOTS ...
BOPLAIMN ...
BOQUILLAS .
BORACHOD
BORAH ..
BORCO .
BORDA ......
BORDENGULCH _.
BORDERLINE .
BOREA ...
BOREALIS
BOREHAM
BORFIN .....
BORGEAL
BORGES ...
BORGSTROM.
BORIANA .
BORID ...
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BORNSTEDT ..
BORO e
BOROSAPRISTS
BORPARK ...
BORREGO ...
BORREGUERD ..
BORSKI ........
BORUNDA
BOSA ..
BOSCO..
BOSKET
BOESLAN
BOSLER
Os0 ...
BOSONDAK .
BOSOQUE ..
BOSQUEJO,
BOSQUEJD ...
BOSSBURG .
BOSTON _.
BOSTRUM
BOSTWICK ..
BOSVILLE .
BOSWELL ...
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BOTETOURT _.
BOTHOMPEE
BOTHWELL
BOTLEG ..

BOUMCER ...
BOUMDARY ..
BOURBON .
BOURNE .
BOUSIC ..
BOWBAC .
BOWERS.
BOWERY .

BOYLESTOMN, Gravelly Subsoll ..
BOYSEN..
BOZE ...
BOZEMAN _.
BRABAS ..
BRABELE
BRACKETT
BRACOS ...
BRADBOLDT
BRADCO ...

BRADDALE

BRADER.....
BRADFIELD
BRADGATE
BRADSON ...

BRADY ...

BRADYVILLE
BRAGG ...
BRAGTOMN.....
BRAILSFORD
BRAM ...

BRAMAN .

BRAMARD .
BRAMLETT
BRANCHWVILL
BRAMCROFT
BRAMD ...
BRANDEMBERRY
BRAMDEMNBURG .
BRANDER _.
BRANDON .
BRANDT ...
BRANDYPEAK ..
BRAMDYWINE ..
BRANFORD _.

BRANTLEY
BRANYOMN ...

BRASHEAR __.
BRASSFIELD
ERASSTOWN .
ERATTON .
ERAUN ..
BRAVO .

BRAZILTON .
BRAZITO, Thek Sudace
BRAZITO, Saling-Alkall ..
BREADLOAF ..
BRECGHEN ...
BRECKENRIDGE
BRECKSVILLE
BREEDS ...
BREHM .
BREIEN .
BREMER,
BREMER ...
EREMOND
BREMS ..
BRENDA
BRENHAM
BRENMNAN __
BREMNMER ...
BRENNYVILLE
BRENT, Dry
BRENT ...
BRENTWOOD
BREQUITO ..
BRESSA ..
BREVATOR
BREVCO
BREW ..

BREZNIAK
BRIABBEIT __
ERICKHAVEN.
ERICKMILL ..
BRICKTON .
ERICKYARD
ERICO ..........
BRIDGECREEK ..
BRIDGER ............
BRIDGESON
ERIERY .....
ERIFOX .
BRIGGS. -
ERIGHTOM .. a
BRIGHTWOOD
ERILEY ..
BRILL ...
BRILLIAN
ERIMHALL
ERIMLEY ...
ERIMSON ..
BRINGMEE .
ERINKERHOFF
ERINKLOW ..
ERINNUM..
ERIONES ..

ERISTOW ..
ERITTOMN ...
ERITWATER
EROADHEAD .
BROADHURST
EROADKILL ...

BROADWAY
EROADWELL
BROBETT ...
BROCKATONORTON ..
EBROCKET ........

BROCKGULCH
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BROKENHORN
BROKIT ...
BROLAND ..
BROMAGLIN ..
BROMER.
BROMIDE
BROMO ...
BRONELL
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BROUGHTON
BROUILLETT.
BROWARD.
BEROWER ...
BROWMNBEAR
BROWNDELL
BROWMELL ..
BROWNFIELD ..
BROWNSBURG
BROWNSCOMEE
BROWNSCREEK
BROWNSDALE....
BROWMNSETOMNE ...
BROWNSTOWN
BROWNSVILLE
BROWNTOMN ..
BROXOMN ..
BRUBECK ..
BRUCE ...
BRUELLA
BRUELLA, Hard substratum ..
BRUFFY ..
BRUHEL ..
BRUJA ..
BRULE ..
BRUMEEL
BRAUMNELDA
BRUMNEWICK .
BRUSHCREEK
BRUSHER ......
BRUSHTON
BRUSHY .___.
BRUSSELS
BRYARLY ...

Som

BUCHEL .....
BUCHEMNAL

BUCKBERT ...
BUCKBOARD

BUCKCREEK .
BUCKEAR ......
BUCKETLAKE
BUCKEYE
BUCKHALL
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BUCKHILL ........
BUCKHOUSE
BUCKING .

BUCKINGHAM.
BUCKLAKE
BUCKLE ...
BUCKLICK
BUCKMAMN
BUCKMEN
BUCKNDOE ..
BUCKNEY .
BUCKROCK ..
BUCKSHOT ..
BUCKSKIN
BUCKTON

BUCKWILD
BUCYRUS .
BUDE..........
BUENA VISTA, .
BUFALD ...

BUFFCREEK
BUFFMEYER ...
BUFFSTAT, Channery .
BUFFSTAT

BUGLEY .
BUHL ...
BUHLER .
BUHRIG..
BUICK..
BUKOD _.
BUKD, Wet
BUKREEK .
BULADEAMN
BULGRAN .
BULL RUM..
BULL RUM, Hardpan .
BULLARDS
BULLFLAT
BULLFOR
BULLGULCH.
BULLIS ...
BULLOGCK
BULLTOWN ..
BULLVARD ...
BULLVILLE
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BUMBCE ...
BUMANCH........
BUNCELVOIR ..
BUNCETON ...
BUNCHPOINT .
BUNCOMBE
BUNDORA
BUNDORF .
BUNDY ..
BUNDYMAN ..
BUNGALOW .

BUNSELMEIER ..
BUNTING ...
BUNTINGVILLE ..
BUNTLINE .
BUNYAM
BURCHAM
BURCO ...
BUREN ...
BURFORD .
BURGET....
BURGRAFF
BURKEMONMT ..
BURKETOWN ..
BURKEVILLE
BURLESON ..
BURLINGTON..
BURMAN .
BURNBOROUGH
BURNEL ..................
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BURMEY.............
BURMSCREEK
BURMNSIDE __.
BURMSVILLE
BURMSWICK
BURNT LAKE ..
BURNTCREE
BURMTHILL .
BURNTRIVER.

BURSLEY .
BURSON ..
BURSTEADT
BURWELL ......
BURWILL .
BUSACCA
BUSHMAN
BUSHNELL
BUSHONG
BUSHVILLE .
BUSEY ..
BUSTER
BUSTERBACHK
BUSTI .......
BUSYWILD
BUTANO.......
BUTCHERKMN
BUTLER ..........
BUTLERTOWN
BUTTECREEK
BUTTERMILK .
BUTTERS.....
BUTTOMCREEK
BUXIM .......
BUZZTAIL

BYGLAND ...
BYINGTOMN
BYLER ...
BYRAM
BYWELL
CABIMET ..
CABLON _.
CABD ROJO
CABOOL ...
CABDOS
CABRILLD
CABSTON ...
CACHEBUTTE
CACHECAN ...
CACHECREEK
CACIQUE ...
CACTUSFLAT.
CADDO.....
CADELAKE _.
CADELL ...
CADEVILLE .
CADILLAC .
CADIZ ......
CADMUS
CADOMA
CADOTT
CAESAR..
CAFETAL
CAFFEY
CAGAS .

CAJALCOD .
CAJON ...
CALABAR....
CALABASAS
CALAMIMNE ...
CALAMITY
CALAMUS
CALAWAH
CALCIO ...

CALD ..
CALDER
CALDERW
CALDWELL .
CALEAST ...
CALEDOMIA
CALENDAR.
CALERA ...
CALFRANC
CALHI .......
CALICOTT
CALICREEK
CALKINS ..
CALLA

CALLABD .
CALLADITO
CALLAN ...

CALLEGUAS ..
CALLISBURG
CALLISOMN...
CALMNAT
CALMNEVA.
CALODO
CALDOSA
CALPEAK.
CALROY .
CALVERTOM .
CALVISTA ...
CALWOODS
CALZACOHATA
CAMAC ...
CAMAGUEY
CAMARGO ..
CAMARILLD
CAMASCREEK
CAMATTA ...
CAMBARGE
CAMBERN ..
CAMILLUS .....
CAMMASPATCH ..
CAMOCCA .
CAMPAIR .
CAMPANA
CAMPANILE
CAMPBELL ...
CAMPBELLTOMN
CAMPCREEK
CAMPFOUR
CAMPIA ...
CAMPONE _.
CAMPRA ..
CAMPEPASS .
CAMPSPASS,
CAMPTOWN ..
CAMPUS ...
CAMPWOOD .
CAMRODEN ..
CANA ...
CANADIAN .
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CANASERAGA .
CANCIENNE ..
CANDELERO.
CANDERLY ..
CANDLESTICK .
CANE e
CANEADEA .
CANEEK ...
CAMELD
CANEST .
CANEYHEAD .

CANISTED .
CANIWE ...

CAMLON
CANMER ..
CANMELL.
CANMING .
CANMNON
CANONEROS
CANOSIA |
CANOVA
CANCQUYA
CANTALA ...
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CAMNTEEN .. .B | CARRIZALES..... ..A | CEBONE ... . -
CANTIMA . C |CARROLLTOM .C | CEBOYA.... c D
GANTLIN ... A | CARRWASH .A | CEDAR BUTT D | CHARETTE. .G
CANTON BE C | CARSITAS -B | CEDARAM ... O | CHARGOD ... D
CANTRIL ... B | CARSTAIRS. .A | CEDARBLUFF . C | CHARITON . .G
CANTUA .. B [CART.... .B | CEDARCREEK C | CHARITY ... D
CANTUCHE D |CARTAGE .0v | CEDARFALLS.. A | CHARLEBOIS. BIC
CANWALL .. C | CARTER.. .0 | CEDARGROVE B [CHARLESTOMN -
CANYADA .. D |CARTERET.. ...0r | CEDARLAKE ... ..r |CHARLOS......... B/D
CANYOMNCREEK B |GARTERSVILLE .... ..} | CEDARPASE .. . B |CHARLOTTE e BID
CANYOUNG . B |CARTHAGE ... -B | CEDARROCEK D | CHARMNOCK, Moderately Wet B
CAPA .. D | CARTWRIGHT .B | CEDARTOWM A | CHARMOCK ... .C
CAPAC C | CARVER . _A | CEDOMIA . B [CHARTERS .B
CAPE ... D [CARVIX .B | CEDRIC .. D [ CHARWELL D
CAPE FEAR D |CARWALK -G | CEDVAR. B [CHATBURN B
CAPEBLANCO . B [CARWAY . .0 | CEEBEE. B8 |CHATCOLET .B
CAPEHORN D | CARWILE -0 | CEEJAY . D [ CHATHAM B
CAPERS ... D | CARYTOW .0 | CEEK ... C | CHATT.... C
D | CASABONNE .. -B | CELACY . C | CHATTERDOW .B

B | CASAMERO. .Iv | CELAVAR ... B | CHATTERTON WA

B [CASCILLA .B | CELAVAR, Loamy Surface .. C | CHATTICUP D

D |CASE.... .B | CELESTE... D | CHATUGE ... .D

-0 [ CASEY .. .0 | CELETOM .. -0 | CHAUMONT D

.G/D | CASEYLAKE ...... ...B | CELINA .. .G | CHAUNGEY ....... G

. | CASEYVILLE .. /C | CELIO.. C | CHAUTAUCUA .. C

B | CASHEL ... .G | CELT ... C | CHAVIES ... .B

C | CASHIERS .B | CENCOVE .. 2 [ CHAWAMAKEE.. C

D | CASHNER .G | CEMIZA ... B | CHAZNER ... .G

B/D | CASITO. -0 | CENTEMARY A | CHAZOS C

B |CASLOD _ G/D | CENTEMMNIAL G | CHAZY . .C

C | CASPIANA .B | CENTER.... C |CHEAHA.. D

D |CASSAL -B | CENTER CRH A | CHECKER .C

D |CASEIA ... B/C | CENTERBURG ... - C | CHEDATNA .B

C | CASSIDAY -G | CENTERVILLE, Gravelly Substra- CHEDESKI .. B

C |CASSOLARY .. S I (1] ...B | CHEDSEY ... .G

B [CASSOPOLIS . .B | CENTERVILLE D | CHEEKTOWAGA D

B [CASTAIC .. -G | CENTISSIMA B [CHEESEMAN ... .B

D | CASTAN .. WA | CENTRALIA .. B [CHEESEMAN, Loamy Surface....C

D |CASTAMNA .B | CENTRALPEA C | CHEETHAM ... .B

AD | CASTANED .C | CERBAT. D [ CHEHALEM .C

.G |CASTEE .. .B | CERP..... B | CHEHULPUM . .D

D | CASTELL . .C | CERROCOS0D B8 [CHEKIKA.... D

B |[CASTELLEIA . -B | CESARIO G | CHELIMA . .B

B [CASTEPHEN .. .G | CESENA B8 [CHELMO .. D

C |CASTILE .. .B | CESTNIK C | CHEMAWA .. .B

D |CASTLE .. .0 | CETRACK B8 [CHEME. D

D | CASTLEPEAK. -A | CETREPAS D [ CHEWA . A

D | CASTLEROCK B | CEWAT ... C | CHENALLT . .B

B [CASTLEROCK -0 | CHABEMEAL B |[CHEMNEGA JA

B [CASTLEWOOD.. C/D | CHACON ... D [CHEMOA .. .B

B [CASTO ... -G | CHACUACO . C | CHENOWET! .B

B | CASTROVILLE .B | CHAD .. C | CHEOAH .B

C |CASVARE -Dr | CHAFFE D [CHEOSA D

D | CASWELL .B | CHAGRIN B |[CHEQUEST G

B [CATALINA -B | CHAIN ... C | CHEROKEE D

B |CATALPA. .G | CHAINLINK D | CHERRYCREEK .B

CARIBOURIDGE . B [CATANO.. -A | CHAIRES .. D [ CHERRYHILL . .B
L B | CATARACT .. .B | CHALKCREEK. B | CHESANING ... .B

CARIS, High Rainfall .. B [CATAULA. -B | CHALKFORD B |[CHESBROOK . .D
C | CATELLI -B | CHALKHILL .. G | CHESHIMNUS B

B [CATH..... .G | CHALKVILLE D |[CHESTATEE... .B

D |CATHARPIN .G | CHALLENGER. B |CHESTERTON .D

D |CATHEEN ... -B | CHALLENGER, Alkall D [CHESTOA .. .B

A/D | CATHERINE G| CHALLIS . .G | CHESTOMIA D

-.B |CATHLAMET .. .B | CHALMERS .. B/D | CHETASLINA.. .B

C | CATILLA -B | CHAMA _ G |CHETCO . D

A | CATLA .. .0 | CHAMATE .. B |CHETEK.. .B

B [CATNIP . D | CHAMBEAM .. 8 [CHETOMEBA ]

C | CATPOINT .A | CHAMBERLAIN B | CHEVAL .. .G

C |CATTCREEK .. JA | CHAMITA . G |CHEW . B

B |CATTO ... .0 | CHAMOKANE C | CHEWACK .. .B

C | CAULEY .B | CHAMPLAIN . A | CHEWAUCAN . .C

B | CAUSEWA .G | CHANAG ... B | CHEWELAH .G

C | CAVANAUGH . .G | CHANCELLOR. C | CHEYEMNMNE .B

C | CAVENDISH .B | CHANNAHON D | CHIA .. .D

C | CAVERNS .. .B | CHANTIER ... D [CHIC.. .B

C |CAVINESS -B | CHANYBUCK D | CHICANE . .C

C |CAvOD .. .0 | CHAPANOKE C | CHICHAGOF D

D | CAX -B | CHAPARRAL B [ CHICHANTN D

AD | CAYAGUA .G | CHAPEL . D [ CHICKAMAN .B

D |CAYD B | CHAPETT. . B |[CHICKASAW .C

D |CAYUGA .G | CHAPPELL A | CHICKASHA .B

B [CAYUSE _ -B | CHAPPUIS. G |CHICO . B

B [CAZADERC . .G | CHARBONO .. 8 [ CHICOLET C

.G | CEBOLIA ... .G | CHARCO ... .. | CHICONE ... .0
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CHICOTE ...

CHIGLEY .
CHILAD ...
CHILCOTT .
CHILDS ...
CHILGREN .
CHILHOWEE .
CHILICOTAL ..
CHILLICOTHE
CHILLIGAN
CHILLUM.
CHILLYBLU .
CHILOQUIN
CHILSON

CHIMAHAT .
CHINCAP ...
CHINCOTEA
CHINDE ......
CHIMHILL
CHIMIAK ..
CHIMKLE .
CHIMLIMNI .
CHING _._.
CHINVAR
CHINWHISKER
CHIPENDALE
CHIPENHILL __
CHIPLEY ........
CHIPOLA ...
CHIPPENY .
CHIREND _..
CHISMORE
CHISOLM
CHISPA ...
CHISTMNA
CHISTOCHIMA
CHITA ......
CHITINA ..
CHITTUM
CHITWOOD
CHIVATO
CHIVATO, Elavation=8000 ..
CHIWALUKUM .
CHIWAWA
CHO .
CHOATES ..
CHOCCOLOCCO
CHOCK...........
CHOCKTOOT
CHOCORUA
CHOICE ...
CHOKE .
CHOOP .
CHORALMONT.
CHOSKA .
CHOTEAU

CHRISHALL
CHRISMAN
CHRISTIANA _
CHRISTIANBURG
CHRISTINE ....
CHRISTOFF
CHRISTY.
CHROME.
CHRYSLER
CHUBBFLAT ..
CHUCKANUT _
CHUCKRIDGE ..
CHUCKRIVER
CHUFFA.........
CHUGCREEK
CHUGTER..
CHUICHU
CHUIT ......

CHUMMY
CHUNILNA
CHUNKMOMN
CHUPE ...
CHURCH ..
CHURCH SPRINGS _
GHURCHVILLE ...
CHURUBUSCO .
CHUTE e
CHUTUM .
CIALES .
CIBEQUE .

ClD........

CIDERMILL __
CIDRAL ...
CIEMEGA .
CIENC ..
GIERVD .

CINMNAMON BAY
CINTROMNA
CIRCLE ...........
CIRCLEBACK .
CIRCLEBAR .

CITYPOINT ..
CLACKAMAS _
CLAMP ..
CLAMNA
CLAMNALPINE ..
CLAPHAM
CLARA .
CLARA
CLARENA
CLARENCE __
CLARENDONM ..
CLARESON _
CLAREVILLE
CLARITA ..
CLARK ...
CLARKIA
CLARKRANGE
CLARKSDALE
CLARKSTOME ...
CLAUMCH .......
CLAVERACK
CLAYBANKS
GCLAYCREEK
CLAYHAM
GLAYHOLE ..
CLAYSVILLE
CLAYTON
CLE ELUM ...
CLEARCREEK
CLEARFORK .
GLEARLINE .
CLEARRIVER
CLEARVIEW
CLEAVMOR .
CLEGHORN .
CLEMENMTINE .
CLEMVILLE .
CLEMNAGE ...
CLENDEMEN ..
CLEONME ...
CLECRA ..
CLERGERN .
GLERMONT .
CLEVELAND
GCLEVESCOVE
CLEYMOR
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CLIFFIELD
GLIFFORD
GLIFFSIDE
GLIFTY ........
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CLIMAX, ...

CLINETOP _
CLINGMAM
CLINKENBEAR
CLIPPER ...
CLIQUOT
CLITHERALL
CLODIMNE ...
CLOQUALLLUM .
CLOQUET ..
CLOSKEY ..
CLOTHO ..
CLOUD PEAK
CLOUDCROFT .
CLOUDLAND
CLOUDLESS
CLOUGH ...
CLOVELLY .
CLOVER SPRINGS
CLOVERCREEK ..
CLOWERS ...
CLOWERS .
CLOWFIN
CLOYD ...
CLUBCAF
CLUNIE ...
CLUNTON ..
COACHELLA
COAHUILA, .
COALDALE
COALDRAW
COALGATE
COAMO ...
COARSEGOLD .
COARSEWOOD .
COATSBURG ...
COBATUS ..
COBB ...
COBBELANK
COBEN ..
COBERLY ..

COCHRAN ...
COCKSCOMB

COHAGEN .
COHAGEN, Cool .

COLBURM ...
COLDENT ..
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COLDEPRING ...
COLEMAN ..
COLEMANTOWN .
COLEPOINT __.
COLERIDGE
COLFAX .
COLFER
COLHILL
COLIBRO ...
COLINAS .
COLLEGECRE
COLLETT.
COLLIER ..
COLLINGTOMN .
COLLINS ...
COLLISTER .

COLOMEX ...
COLONVILLE
COLORADO .
COLOROCH .
COLOROW ...
COLPIEN .........
COLEAVAGE ..
COLUMBINE ...
COLUMBUS .
COLUSA .
COLVARD
COLVILLE
COLY .

COMER ...........
COMETCRIK
COMFORT ...
COMFREY
COMITAS .
COMD ...
COMPASS
COMSTOCK.
COMUS .

CONA ..

CONABY

CONALB ...
CONANT

CONATA

CONBOY ..
CONCEPCI
CONCHAS ...
CONCHOVAR .
CONCORD ...
CONCORDIA ..

CONDIDD

CONDIT ...
CONDON ...
CONECUH
CONETOE....
CONEWARD
CONGAREE .
CONGLE ..
CONICAL .

CONMET ......

CONOTTOM .
CONOVER ...
CONOWINGD .
CONPEAK ...
CONQUISTA
CONRAD ..
CONSEJO
CONSER ..
CONSTABLE ..
CONSTANCE ..
CONSTANCIA .
CONSUMOD ...
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CONTACT ..
CONTEE......
CONTENTION
CONTIDE ...
CONTO ...

COOKCAM .
COOLBRITH ..
COOLVILLE

COPANG .
COPASTON
COPEAK.....
COPELAND
COPELAND, Deprassional
COPENHAGEM ...
COPITA e
COPPER RIVER _.
COPPERBASIMN
COPPERCAN ...
COPPERCREEK .
COPPEREID ..
COPPERFIEL
COPPLER ..
COPUS ..

B/D
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CORBIN......
CORBLY ..
CORCEGA .
CORDALE ..
CORDELL
CORDES .
CORDOVA . -
CORDY ...
CORIFF ... -
CORINTH ...

CORKSTONE

CORLENA ..

- .BD
CORLISS. .
COANELIA.
CORMELIUS .
CORMHILL .

CORMWALL
COROLLA ..
COROMNA ..
COROMNACA
COROZAL .
COROZO ...
CORRALCREEK ...
CORRALITOS, Slity Subsiratum .. B
CORRALITOE, Clayey Substratumc
CORRALRIDGE ... .

CORRIGAM . -
CORSAIR ..
CORSICA
CORTA .
CORTADA ..
CORTAROD .
CORTELYOU.
CORTIMNA ..
CORUM .
CORVUSO .
CORWITH
CORY .
CORZUMI
COSAD.
COSH .
COsLAW. .
COBMOS ..
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B
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D
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B
c
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COSPERVILLE ..
COST.........
COSTAVAR .
COTEAU...
COTHA ..
COTITC .
COTO
COTT.
COTTER
COTTOM
COTTOMBEND ..
COTTOMNEWVA ...
COTTONTHOMAS
COTTONWOOD
COTTREE ...
COTTRELL _.
COTULLA....
COUGARBAY .
COUGHANOUR .
COULTERVILLE
COUNTRYMAN .
COUNTS ..
COUPEE ..

COURTNEY .
COURTOQIS ..
COURVASH .
GCOUSE
COVEDALE ..
COVEGAP
COVELAND .
COVERTFAL
COVILLE _.
COVING ...
COVINGTON ..
COWAN
COWBONE ..
COWCREEK ...

COWCREEK, Protected ..
COWDEN ...
COWEEMAN
COWHORN .
COWSEPRING ..
COWTRACK
COX ...
COXIT
COXLAKE
COXRAMCH .
COXVILLE

COY ...
COYANOSA .
COYATA
COYNE ..
COYOTE
COZETICA
COZY ...
CRABCREEK ..
CRABTREE ..
CRACKER ...
CRACKERCREEK .
CRACKLEA ...
CRADLEBAUGH
CRAFTOM ...
CRAGGEY, Organic Suriace
CRAGGEY
CRAIG .
CRAIGEM .
CRAMER ..
CRAMONT
CRANECRE
CRANFILL ....
CRANMLER .
CRANSTON .
CRASH
CRATER LAK
CRATERMO .
CRAVEN ..
CRAWFISH ..
CRAWFORD
CRAWLEY .
CRAWLEYVILLE ...
CREASEY oo
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CREDO................
CREEDMOOR .
CREEL .......
CREFORK.
CRECLE.
CRESAL .
CRESKEN .
CREESPIN
CRESS ...

CRESTVALE .
CREESTWAY ..
CREVA ...
CREVISCREEK
CREX......

CRIMS ...

CRIMKER ..
CRISFIELD
CRISPIN .
CRITCHELL ..
CRITTENDEN ..
CROCAMP

CROFLAMND _.
CROFTSHAW ..
CROGHAN
CROKE ...
CROMESE.

CROOKED ...
CROOKSFORD
CROOQKSTOM ..
CROOM ............
CROPLEY ...
CROQUIE ..
CROSIER ..
CROSSCREEK
CROSSEN.....
CROSSETT ...
CROSSNORE ..
CROSSPLAIN ..
CROSSTELL ...
CROSSVILLE
CROSWOOD
CROT .
CROW ...
CROW CREEK
CROW HILL _.
CROWELL.
CROWERS
CROWFOREK .
CROWHEART ..

CROWSHAW
CROZIER ..
CRUBAS.
CRUCES ...
CRUCKTON _.
CRUICKSHANK
CRUMARINE ...
CRUMLEY .
CRUMKER.
CRUNKVAR ..
CRUSTOWN .
CRUTCH .......
CRUTCHFIELD
CRUZE ...
CRYLUHA .

CRYETALEX ...
CRYSTALGYP.
CRYUMBREPTS
CUATE ...
CUBA

CUBDEN ...
CUBERANT _.
CUBHILL ....... .
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CUCAMUNGO ..
CUCHARAS ...
CUCHILLAS
CUDEI .....
CUDJOE ..
CUERBIO
CUERO .
CUEESTA ..
CUEVA ...
CGUEVITAS _
CUEVOLAND .
CUJOB ...
CGULBERTSON ..
CULDECOLE .
CULDESAC
CULITAS .
CULLIUS ...
CULLOWHEE
CULP ...
CULPEPER
CGULTUS ..
CULVING

CUMBERLAND
CUMBRES .
CUMLEY .....
CUMMINGS
CUMMISKEY .
CUNDICK ...
CUNIFF ..
CUNNIFF ...

CUPPY ...
CUPVAR..
CURABITH .
CURANT ..
CURDLI ...
CURRAN ..
CURRENT 5
CURRIER .......
CURRITUCK ..
CURRY ...
CURTIN ..
CURTIS CREEK ..
CURTIS SIDING ..
CURTISTOWM .
CURTISVILLE ...
CUSHENBURY .
CGUSHING ...
CUSHMAN .
CUSHOOL ..
CUSICK .
CUSTCO .
CUSTER ..
CUTCOME .
CUTHAND ..
CUTHBERT
CUTSHIN .......
CUTTOR..
CUTZ .
CUYAMA, ..
CUYAMUNGUE
CUYON .
CYANM ...
CYGLONE ..
CYCLOPIGC .
CYGMNET..
CYMRIC ..
CYNTHIANA .
CYPRESS ..
CYRIL ..
CYVAR .
CZAR
DAB
DABMEY ..
DABOB .
DACKEY ..
DACRON ... .
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DADIMA ...
DAGUAD .
DAGUEY .
DAHAR .
DAHL _
DAILEY .
DAINT
DAISY ...
DAISYBAY ..
DALBY ..
DALCO
DALECREEK .
DALERDSE .
DALESBURG .
DALEVILLE .

DANABROOK
DANAVORE

DANIA ...
DANIELSON
DANIELVIL ..
DANJER ..

DANKWORTH
DANSKIN
DANT
DANUBE
DAPOIN

DARDANELLE
DARDEN .....
DARDOOW .
DARE ...
DARFUR..
DARKCANYON ..
DARL ...........

DARLAND
DARLEY .
DARLINGTON
DARLOW .
DAROW
DARR _.
DARRAH .
DARROCH __
DARROUZETT ...
DARSIL

DARVEY ......
DARWASH __
DASHER..
DASHIKI
DASSEL
DATING
DATINO
DATOM ...
DATWYLER
DAVEGGIO .
DAVIDELL ...
DAVIDSOMN
DAVILLA ..
DAWHOO
DAWRN _.
DAWNY
DAWSIL ...
DAWTOMIA

DAXTY .........
DAYBROOK .
DAYCREEK .
DAYSCHOOL
DAYTOMA
DAYVILLE .
DAFE
DEACON
DEADFALL ...
DEADFOOT .
DEADHORSE
DEADLINE ...
DEADWOOD
DEADYON .
DEAM
DEANBURG .
DEANRAN
DEARYTON .
DEATMARN .
DEAVER....
DEBEMGER .
DEBEQUE .
DEBOOK ..
DEBORAH.

DECAN .
DECANTEL ..
DECATHON .
DECATUR ..
DECEPTIO
DECHEL ...
DECKERVILLE
DECORDOVA ..
DECRAM ..
DECY ..

DEDAS

DEDMOUNT
DEDMOUNT,
fam
DEDRICK ..
DEE ...
DEECREE .

E i

DEEPEEK .
DEEPWATER _.
DEEPWOOD
DEER PARK
DEERCUT .
DEERFIELD .
DEERHEART
DEERHORMN .

:
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DEFENBAUGH
DEFIANCE
DEGATER .
DEGNER

DEGOLA

DEGRAND
DEGREY ..
DEHAVEN .
DEHILL ...
DEHLINGER
DEIGHT ...
DEINACHE ...
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DELAMETER
DELAND
DELANG ...

DELANO, Sandy .
DELAWARE _
DELCOMBE.
DELENA ...
DELEMBAW _

(
L

345

DELEON.........
DELEPLAIMN
DELETTE ...
DELHEW .
DELICIAS
DELISH
DELKS
DELL .
DELLOD ..
DELLS ..
DELLWOD
DELMITA, .
DELMO .
DELMORTE
DELOSS .
DELP ...
DELPHI
DELPLAIN .
DELRAY .. -
DELRIDGE . -
DELRIO ... -

DELWIN ... -
DELYNDIA . -
DEMAYO . -
DEMENT . -
DEMILL ... -
DEMING . -
DEMKY ... -
DEMOGUL . -
DEMONMA ... -
DEMONTREVILLE -
DEMOPOLIS ... -
DEMOPOLIS, col - -
DEMORY ... -
DEMOSS . -
DEMOX ... -
DEMPSEY .. -

DEMOMIE ... -
DENROCHK . -
DEMT .......... -
DENTDRAW -
DEMTON . -
DEMURE . -
DEMNVACA .. -
DEPALT .. -
DEPCOR ... -
DEPEYSTER . -
DEPMER .. -
DEPOE ... -
DEPORT..
DERAPTER ...
DERB ...
DERBY .
DERECHO .
DERMALA
DEROIN...

DES MOINES, Cobbly
DESAMN
DESATOYA ..
DESCALABRA
DESCHUTES ...
DESERTLAKE
DESFIREX .
DESHA ...
DESHASER ...

DESKAMP ....

DESONS .
DESTER ...
DETERSON
DETOUR ..
DETRITAL .
DETROIT
DEUCE _.
DEUCHARS .
DEV
DEVARGAS .
DEVILFEMNCE
DEVILS ..
DEVILSC
DEVIME ..........
DEVISADEROD.
DEVHOT ...
DEVOE ...
DEVOIGNES
DEVRIES ...
DEWBERRY .
DEWEY ...
DEWEYVILLE .
DEWITT ...
DEWMINE .
DEWRUST
DEWVILLE
DEXTER ...
DEZELLEM _.
DIAFLATS ...
DIAGULCGH
DIAMOND ...
DIAMONDHIL
DIAMONKIT .
DIAMEV ...

DICKEYPEAK

DICKSON ..
DIEBERT ...
DIEHLETADT ..
DIERSSEN ...
DIGEY ...
DIGHTON ..
DIGIORGIO ..
DILLARD ......
DILLCOURT .
DILLEY ...
DILLINGHAM
DILLWYHN ..
DILMAN .
DILTON .
DILWORTH ..
DIMAL .
DIME ......

DINGLE ...
DINGLISHMNA
DINGMAN .
DIMKEY .
DINZER .
DIOBEUD ..
DIPCREEK
DIPMAN.
DIFSEA .
DIGUE ...
DIREGO
DIRTYHEAD
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DISCO ...
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DOGMOUNTAIN .

DOLBEE, Sandy Substratum..

DOMMELSVILLE .
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DOROTHEA ...
DOROVAN ..
DORRANCE
DORS ...
DORSET

DORVAL

DOSA ...
DOSAMIGODS
DOSEWALLIPS .

DOSS ...
DOSSMAN
DOTLAKE.
DOTSEROD .
DOTSOLOT
DOTY ...........
DOUBLEDIA
DOUBLED ...
DOUCETTE.
DOUDLE ...
DOUGAL ..
DOUGAN ..
DOUGCITY
DOUGCLIFF
DOUGHBOY ...
DOUGHERTY .
DOUGHSPON.
DOUGHTY ..
DOUGLAS
DOUHIDE .
DOURD .
DOUTHIT .
DOWAGIAC
DOWDE .
DOWELLTON .
DOWMNER ..
DOWNEY ...
DOWNEYGULCH .
DOWNSOUTH ...
DOWNSVILLE .
DOWPER ...
DOYLESTOWN ..
DOYM ...
DRAGSTON
DRAKE ........
DRAKESFLAT.
DRAKESPEAK
DRAMMERM ..
DRANBURN

DREWSEY ..
DREWSGAP
DREXEL ......
DRIFTWOOD .
DRIGGS ...
DRINOD ..
DRIVER
DROEM
DROVAL
DRUM ...
DRURY .
DRY LAK
DRYADIMNE ..
DRYBED ...
DRYBUCK
DRYBURG
DRYCK ...
DRYDEN ..
DRYFALLS
DRYHOLLOW .
DRYMN _.
DUART .
DUBACH ..
DUBAY
DUEBS .
DUEBBS, Floodad
DUBINA ....
DUELOMN ...
DUCKABUSH ..
DUCKCLUE ...
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DUCKHILL..... —
DUCKSTOMN .. AD
DUELM __. -

DUETTE .
DUFFAU .
DUFFERN .
DUFFYMONT
DUFFYMONT, Dry .
DUFUR ...
DUGGINE
DUGUESC
DUGWAY
DUKES
DULA ...
DULAC
DULANDY .
DULCE ...
DULEYLAKE .
DULLAXE ..
DULLES .
DUMAS ...
DUMFRIES
DUMONT .......
DUMPS, Tallings .
DUMNBAR ...

DUNBRIDGE .
DUNG -...........
DUNCANNON ..
DUNFORD
DUNGAN ..
DUNGENESS
DUNKIRK ......
DUNKLEBER
DUNLATOP .
DUNMORE
DUNNBOT.
DUNSMUIR .
DUNSMUIR, Nongravelly .
DUNTON

DUPLIN

DUPD .

DUPREE.
DURADDS
DURALDE
DURAND
DURANGO
DURANT
DURAZO
DURBIN ..
DURELLE
DURKEE.....
DURRSTEIN .
DURSTOM.
DUSEN ...
DUSKPOINT .
DUSLER.
DUSON ..
DUSTON
DUSTY
DUTGHATT .........
DUTCHCANYON .
DUTCHENRY ..
DUTGHFLAT .
DUTCHJOHN
DUTEK ...
DUTTON.
DUVAL.
DUZEL .
DWARF ..
DWORSHAK .
DYE cooo.
DYERHILL .
DYLAMN.......
DYNAL ...
EACHUS.
EAD ...
EAGAR ..
EAGLECAP
EAGLECONE
EAGLECREEK.
EAGLELAKE .
EAGLEPOINT
EAGLEROCK ..
EAGLESMEST .
EAGLESON
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EAGLESPRING .
EAGLETON.
EAGLEVIEW
EAGLEVILLE .
EAGLEWING .
EAGLEYE.
EAGREEK
EAKIN _.
EALY .
EAPA .
EARLE ..
EARLMONT
EARP ..
EASBY .
EASLEY
EASPUR .
EAST LAKE.
EASTABLE ..
EASTCHOP
EASTHAM
EASTPARK
EASTPINE ...
EASTWOOD ..
EASYCHAIR ...
EATONCREEK .
EAUCLAIRE
EAUGALLIE
EBADLOW
EBAL ...
EBBERT
EBBING
EBBS .
EBIC ..
EBODA .
EBODA, Stony
EBRO ..
ECHAW
ECHETA ..
ECKERT _..
ECKHART
ECKLUND
ECKMAN .
ECKRANT
ECKVOLL .
ECLETO
ECLIPSE ..
ECOLA .
ECON ..
ECONFINA .
ECUR ..
EDA ...
EDALFRED .
EDALGO ..
EDDINGS .
EDDS ...
EDDY ...
EDEMAFS
EDENBOWER .
EDENTON .
EDENVALLEY.
EDGAR ...
EDGEHILL
EDGELEY
EDGEMERE
EDGEWATER .
EDGEWICK .
EDGINGTON
EDINBURG .
EDISTO ..
EDJOBE _..
EDMINSTER
EDMORE .__.
EDMUNDSTON .
EDOM _.
EDROY .
EDSON .
EDWARDS ..
EDWARDSVILLE
EDWIN .
EELCOVE
EELWEIR .

EFFINGTON ..
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EGGLESON
EGHELM .
EGLIN ...

EIGHTMILE .
EILERTSEN

EL PECO.

ELAM .......

ELAM, Hard Subsiratum
ELANDCO ..
ELBA ...
ELBAVILLE .
ELBERT ..
ELBON .
ELBOW __.
ELBOWLA
ELBUCK ..
ELBUTTE
ELCANEJD .
ELCAPITAN

ELD ...

ELDADO

ELDER HOLLOW .
ELDERON, Stony .
ELDEROM ...
ELDRIDGE ..
ELEMENTE .
ELENORE
ELEROY
ELEVASIL
ELEVATOR .
ELFCREEK .
ELFLINT ..

ELK HOLLOW
ELKADER....
ELKHEIGHT
ELKHEIGHTS
ELKHORN ..
ELKINSVILL
ELKINTOM ..
ELKMOUND
ELKPRAIRIE ..
ELKRIDGE ..

ELLICOTT ...

ELLLIAY
ELLINGTOM
ELLINOR .
ELLIOTT
ELLIS ...
ELLISTOM
ELLISVILLE
ELLOREE

ELMENWOOD ...

ELMVILLE .

ELMWOOD

ELNORA ..
ELOCHOMAN .
ELOGIN ......

ELOM ...
ELOE0D ..
ELPAM

ELTSAC
ELVERS
ELVIRA ..
ELWELL
ELWHA ..
ELWOP ..
ELY ...
ELYSIAN
EMACHAY

EMAGERT.

EMBAL ..
EMBERT

EMELINE ...
EMERALDA _

EMERSON
EMERY ..

EMIGHA ...

EMIGHA, Al

ENGANTADO
EMCHANTED

ENGICADO
EMGINA ...

ENCROW ..
ENDERSBY
EMNERGY ...

ENFIELD
ENGADINE
ENGLE ..
EMNKD ..
ENKO, O
ENLOE ..
EMNMING.

ENOCHVILLE
EMNOLA ...

ENOREE
ENOS .
ENOSBU

ENSENADA _

EMNETROM

ENTENTE..
ENTERO....
ENTERPRISE .
ENVILLE ...

ENVOL ..
EMNZIAN .

EPHRATA .

EPITAPH

ELTOPIA ...

Ikaling ..
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EREMIS
ERICSON
ERIG .
ERIN ...
ERMABELL
ERMATINGER ..
ERMBET _.
ERMO ...
ERRAMOUSPE.
ERVIDE
ESAU ...
ESCAMBIA
ESCAMABA
ESCANOD ...
ESCARLO ..
ESCONDIDO/ Thick Solum .
ESCONDIDO

ESEL ...

ESKA
EEMERALDA
ESPARTO ..
ESPELIE ...
ESPERANZA
ESPIL ...
ESPINAL .
ESPINOSA .
ESPINT

ESPY

ESRO ..

ESSEN ..
ESTACION .

ESTELLINE ...
ESTER, Thawed .
ESTER.....
ESTERO..
ESTESLAKE .
ESTO ...

ETHETE, Sallng
E

EUCHRAND ..
EUCHRE .
EUCLID
EUDY

EUHARLEE
EULOMIA.
EUMOLA .
EUREKA ..
EUSBIO
EUSTIS
EUTAW
EUTROBORALFS
EVA..........
EVADALE ...
EVAMGELINE ...
EVANOT ..
EVANSHAM ..
EVANT ...

EVEMNDALE
EVERETT ...
EVERGLADES
EVERGREEM
EVERMAN ..
EVERRY ..
EVICK ..
EWAN _
EXCLOSE .. .
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EXETER ...

FADDIN ...
FADOLL
FAGAM

FalM
FAIRANGEL

FAIRBERG .. .G
FAIRBIRCH .

FAIRBURN ..

FAIRCHILD . .G
FAIRFAX ... -B
FAIRHAVEN -B
FAIRLESS

FAIRLIE .

FAIRLOD .

FAIRMOUNT

FAIRPLAY

FAIRSMITH .

FAIRYDELL . .G
FAIRYLAWN

FAJADA . -G
FAJARDO. -G
FALAYA . -0
FALBA ... .0
FALERIA .. -B
FALFA ... .G

FALKIRK -B
FALKMER. -C
FALLBROOK -B
FALLCREEK -G
FALLERT .. -B
FALLOMN . .

FALLSINGTON ..
FALSEN ..
FAMAL ...

FANSHAW ..
FANTZ, HIgh
FANTZ ...

FARDRAW, Dark Surlace ..
FARISITA ..

FARMINGTON
FARMTON.......
FARMHAMTOM ..
FARMUF .............
FARCUAR ..
FARRAGUT.
FARRENBUR
FARRINGTON
FARROT ...
FARRY _.
FARSIDE ..
FARSON
FARVA...
FARVANT.
FARVIEW .
FARWAY ..
FASHING .
FASKIM ...
FATIMA
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FATTIG ...
FAUNCE ..
FAUMNSDALE .
FAVORETTA ..
FAVRET .

FAYETTEVILLE .
FEAGINRANCH .
FEARS........

FELDHAUSER ...
FELDTMAN ...

FELICIAMNA ..
FELICITY
FELIPE .
FELIX ...
FELKER
FELLA .
FELORH..
FELT ..

FELTA

FELTMER
FENELON
FEPS __.
FERA ...
FERBALL
FERD .......

FERGUS..
FERGUSOMN
FERMN ..........
FERM CLIFF ..
FERNCREEK .
FERMDALE ...
FERNHAVEN .
FERMNOW.....
FERNPOQINT ..
FERNWOOD ..
FERRELD ......
FERROBURRO..
FERTEG ......
FESSLER
FESTINA .
FETCH..
FETERIT

FIDALGO.

FIDDLETOWN
FIDDYMENT
FIDISIX ..
FIELDCREEK.
FIELDING

FIFIELD
FlG........
FIGARO
FIKEL ...
FILBERT
FILIOM .
FILIRAN
FIMAL ...
FINCHFORD
FINDOUT
FINLAND
FINM ___.
FINMEY
FINOL ...
FINRCD ...

FRAILEY .

FRANCITAS .
FRAMNCONIA
FRAMEAU ...
FRANKCREEK
FRAMKENMUTH
FRANKENSTEIN
FRAMNKFORT ..
FRAMKIRK ...
FRAMKLIN....
FRAMKTOWN .
FRAVAL, Gravelly
FRAVAL ...
FRAZERTON
FRED ..............
FREDA -
FREDENSBORG .

FREDERICKTOWN ..
FREDONYER .....
FREDRIKSDAL
FREE ............
FREEBURG
FREECE ...
FRAEEHOLD ..
FREELAND ..
FREELS ..
FREEMAN
FREEMANVILLE
FREECN
FAEER ..
FREESOI
FREEST ...
FREESTONE
FREETPEAK ...
FREEWATER ..
FREEZENER ..
FREEZEOUT ..
FRELSBURG
FREMELE
FRENCH...
FRENCHJOHN
FREMCHMAN .
FRENCHMILL .
FREMCHOLLOW,
FRENCHOLLOW
FREEHWATER ......

FRESNO, Thick Solum
FREEMNO, Saline Alkall
FREWA..........
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FRIANA
FRIBERG .
FRICABA .
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FRINES .
FRINT .
FRID ...
FRIONA .
FRIOTON
FRIPP _.

FRIZZELL .
FRODO.....
FROHMAN
FROLIC .
FROMDORF .
FRONTENAC ..
FROMNTIER ...

FRONTON
FROZARD
FRUITA.....
FRUITFIELD
FRUITLAND _
FRUITVALE .
FRYINGPAN
FAYMIRE ........

m

FIRCREEK ... FLYCREEK .. -G
FIREBALL ... FLYNM ........ B
FIREBAUGH FLYVALLEY C
FIRESTEEL....... FOAD .o -C
FIRESTONE ... - FOARD .. D
FIRETOWER B | FOGGYFLAT . B
FIBMAGE .. C | FOGLAKE . -G
FIROKE . B | FOLAVAR, Elavation 6000-7400 . A
FIRTH .. B/C | FOLAVAR . -.B
FISHAVEN C | FOLDAHL B
FISHBERRY . D | FOLEY .. ]
FISHERHILL B | FOLLET .. D
FISHERMAN D | FOMSENG C
FISHHOOK .. D | FOMDA D
FISHLAKE . D | FOMDILLAS o
FISHPOT ... C | FONMER . B
FISHROCK D | FOMNS . B
FISHWAY ... ..B | FONTAFLORA .. A
FISK........ -B | FONTAINE . - B
FITZHUGH B | FONTAMA . B
FITZWIL .... B | FOOLHEM, Stony, Cool . B
FIWVEBLOCK . C | FOOLHEN .. D
FIVEMILE .. B | FOOTHILL . C
FIVEMILE, SﬂIII'IB C | FOPIAND ... D
FIVES B | FORAKER .. ]
FIVESPR C | FORBAR.. D
FLACKVILLE C | FORBES .. C
FLAGG ......... B | FORBESVILL C
FLAGSTAFF I | FORBING ....... D
FLAMBEAL B | FORDBUTTE . B
FLAMEN _. G | FORDCREE B
FLAMING .. -A | FORDICE B
FLAMAGAN ...... -.B | FORDMNEY ..

FLANDREAU B | FORDSTERR -C
FLAME ... C | FORDTOWN .. B
FLANK D | FORDTRAN C
FLAMLY . B | FORELAND o
FLANNERY B | FORELEFT ... B
FLARM .. C | FORESTBURG . A
FLAT HORN . B | FORESTCITY ..

FLATCREEK D FDHEETDALE ..D
FLATHEAD .. B | FORESTER.... C
FLATIROMNS . C | FORESTON C
FLATONIA ... D | FORK........ C
FLATSTOMNE C | FORKHORMN B
FLATTOP .. D | FORLORN .. B
FLATWOOD C | FORMADER C
FLAXTON .. B | FORMDALE B
FLEAK ... C | FORNOR... B
FLEAK, cool . D | FORSEER .. C
FLEEMER .. B | FORSGREM B
FLEER ....... D | FORSGREN ... [+
FLEISCHMAMNM D | FORT MEADE A
FLEMING ..... C | FORT MOTT .. A
FLEMINGTOM.. D | FORT ROCK .. A
FLETCHER .. B | FORTBENTON . C
FLEWSIE ... B | FORTBOIS ... - A
FLINK ....... B | FORTESCUE . .GiD
FLINTCREEK D | FORTRAMN .. - B
FLO.. A | FORTSAGE B
FLOE D | FORTUMA . D
FLOKE ... C | FORTYONE B
FLOMATOMN . A | FOSS ... B
FLOMOT ....... B | FOSSILON . D
FLOODWOOD B | FOSTERBURG . D
FLORAHOME .. A | FOSTORIA. B
FLORALA . C | FOUNTAIN . D
FLORAS G | FOUNTAINY C
FLORAVILL D | FOUR ETAR .. B/C
FLORENCE.. C | FOURCHE...... - B
FLORESVILL C | FOURCORMERS. =D
FLORIDAMNA . BD | FOURLOG.. D
FLORIN ..... C | FOURME ... B
FLORIS . B | FOURSIXES . C
FLOTAG B | FOURWHEEL D
FLOTT ... B | FOXCAN..... D
FLOUTIER. B | FOXCREEK - CiD
FLOYD B | FOXHOME . - B
FLUE .. C | FOXLAKE ... C
FLUE, Gravelly D | FOXMOUNT C
FLUETSCH .. B | FOXVILLE .. D
FLUKER ... C | FOXVIRE .. B
FLUMECREEK. B | FOXWORTH .. A
FLUMEVILLE ... D | FRADDLE B
FLUVAQUENTS . D | FRAGUNI .. - B
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FRYREAR ...
FT. DRUM

FUEGO .
FUEGOSTA
FUGAWEE ..
FULCHER
FULCRUM

FULMER....
FULSHEAR .
FULTS ...
FUNMAR ..
FUNTER .__
FURLOMNG
FURNISS ..
FURSHUR
FURY ..........
FUSULINA ...
FUSUVAR
GABBS ..
GABEL ...
GABING.
GABRIEL ..
GACIBA .
GADDES _.
GADOMA .

GALBRETH .
GALCHUTT .
GALESTINA
GALEY ...
GALIENTE
GALILEE _.
GALLEGOS .
GALLEN
GALLIA
GALLIME ..
GALLIMORE
GALLION .
GALLIPOLIS
GALLUP
GALTSMILL .
GALVESTON ..
GALVEZ ...
GALVIM .
GALZUNI .
GAMBOA ..

GANAFLAN .
GANHONA ..
GANIS ...
GANOD ...
GANSMER
GANY ..
GAP ...
GAPBUTTE .
GAPCOT ..
GAPHILL ..
GAPD ...
GARCENOD ..
GARCIA ...

GARCITAS ..
GARDELLA _
GARDENCAN .
GARDENCREEK
GARDENISLE .
GARDENS ...
GARDENVALE
GARDINER ........
GARDMNER'S FORK..
GARECK ..
GAREY ..
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GARFANM...
GARHILL
GARIPER ..

GARLIC
GARLIM ..
GARLOCK .

GARMEL .
GARMER
GARNES
GARD _
GARR .
GARRETT .
GARROCHALES
GARSID ...

GASSAWAY .
GASSVILLE .
GASTON __
GASTROW
GASUP ...
GAT
GATCHEL .
GATERIDGE
GATESON .
GATEWALL
GATLIN ..
GATTOM.
GAULD ..
GAULDY .
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GAYHART .
GAYLORD .
GAYVILLE

GEEBURG ..
GEEMORE ...
GEERTSEN .
GEISEL _.......
GEISERCREEK ..
GELSINGER

GENATS.
GENEVA.

GEORGECREEK
GERBANA .
GERBER _..
GERLACH .
GERLANE .

GERRARD
GERSTLE ..
GESSNER .
GESTRIN ..
GETA.....
GETCHELL
GETRAIL ...
GETZVILLE ..
GEWTER
GEYSEN....
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GHOLSON .
GHORMLEY
GIAMELLA ..
GIARCH
GIBBONSCREEK
GIBMEY ......
GIBRALTAR
GIBSONVILLE ..
GIBWELL ...
GICHIGAMI
GIDEON ..
GIDWIN
GIELOW ..
GIESE ..
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GILES ........
GILFORD
GILLAMND ...
GILLENDER
GILLIAM
GILLIGAN
GILLS ..

GILLSBLY
GILMAN ...
GILMORE
GILROY ...
GILT EDGE
GILWOOD
GIMLETT.

GINGER ..
GIMI ...
GINSBERG
GIRARD ...
GIRARDO
GIST ........
GITABYTE
GITAKUP .
GITAM
GIVEOUT
GIVIM ...
GLADDICE .
GLADEVILLE
GLANCE .....
GLASGOW .

GLEMNCARB
GLEMCOE ...
GLENDENNING
GLENDERSON .
GLENDIVE .
GLENDO ...
GLEMEDEN
GLEMEYRE
GLENHAM ..
GLENMEM _
GLENMORA ..
GLENOMA .
GLENPOOL
GLENRIO ...
GLENROSS
GLEMNSTED
GLENTON ..
GLENTOSH
GLEMNVIEW

GOATBUTTE
GOATJOE ..
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GOATROCK .......
GOATROCKS
GOBAR ...
GOBBLER ...
GOBERNADOR ...
GODDE ...
GODECKE ..
GODECKE, Clay Substratum
ODWIN ...

GOLD CREE
GOLDAHO ..
GOLDBEACH .
GOLDCORD...
GOLDEAGEL .
GOLDEN ...
GOLDFINCH
GOLDHEAD ..
GOLDHILL, Loamy Substratum ..
GOLDHILL...
GOLDIVIDE .
GOLDLAKE .
GOLDMAN ..
GOLDMIRE .
GOLDEBORO
GOLDEMITH
GOLDSTON ..
GOLDESTREAM, Thawed ..
GOLDSTREAM ..
GOLDVALE .
GOLDVEIN ..
GOLDYKE
GOLETA ..
GOLIAD
GOLIME.....
GOLLAHER .
GOLOMDAIN
GOLTRY ...
GOLVA
GOMERY ..
GOMEZ
GOMINE .
GONZALES .
GOODINGTON ..
GOODLAND
GOODLOW .

GOODRICH.
GOODSON..
GOODVIEW
GOODWILL .
GOODWIN .
GOOLAWAY

GORDONPOINT
GORE .
GOREEN ...

GORESVILLE
GORGOMIO
GORHAM .
GORIN......
GORMAN .
GORUS .
GOSHAWK..
GOSIL ...
GOSINTA .
GOSNEY ..
GOSPER ..

GOULDSBORO .
GOURDIN ...
GOURLEY ...
GOUVERNEUR .
GOVE ..
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GRANGEVILLE.

GRANMOUNT __.

GRANTCENTER ..

GRANTSBURG ...
GRANTSDALE ..

GRASSHOPPER .

GRASSVALLEY

GREEM BLUFF .
GREEN CANYON
GREENBRIAR ..

GREEMNGULCH.

GREENSCOMBE.
GREENTIMEER ...
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GREEMNVILLE ..
GREENVINE __.
GREENWAY .
GREENWICH _.
GREGGO .....
GREGORY
GREGS0ON
GRELL ...
GREMMERS ...
GREMET.......
GREMNNAN
GREMOBLE .
GRESHAM ...
GRETDIVID ..
GRETOR ..
GRETTUM
GREWINGE .
GREYBEAR .
GREYEBOD ......
GREYBROOK .
GREYCLIFF .
GREYLOCK .
GREYS ...........
GREYSTOKE ..
GRIBBLE ..
GRIDELL ..
GRIDLEY ..
GRIER ...

GRIFFITH.
GRIFTOM .
GRIMM ..

GRIMDAL

GRINDSTONE
GRIMK ...
GRISDALE
GRISMAR.
GRISWOLD ..
GRITMEY .
GRIVER.
GRIZZLE
GRIZZLY ..
GRIZZLYBLUFF
GROESBECK .
GROMES ..
GROOM.
GROSS ...
GROSSCHAT .
GROTOMN ..
GROTTO .
GROUMDHOUSE ..
GROUSECRHEEK ......
GROUSEHAVEN ..
GROUSEVILLE
GROUSLOUS .
GROVE ...
GROVENA
GROVETON __.
GROWDEN, Shaly Substratum
GROWDEN ..
GROWLER ...
GROWLER, Sandy Substraium
GROWSET ...
GRUBBS .
GRUEBE ...
GRUBROB
GRUBETA
GRUENE ..
GRULLA ...
GRUMBLEMN .
GRUMDELEIM.
GRUVER ..
GRYTAL ...
GSCHWEND

GUANABAND .
GUANAJIBO
GUANICA .
GUAND ...
GUARDLAKE _.
GUAYABO ...

GUAYABOTA .
GUAYAMA ..
GUAYNAKS ..
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HALLETTSVILLE ..

HAMAKUAPOKO
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HAMMAHAMMA
HAMMERSLEY ..

GUYANDOTTE ...
EMNA
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HARGILL ...
HARGREAVE .. .B
HARJOD . D

HARKEMN..
HARL ...
HARLAKE
HARLESTON ..

HARFOLE
HARPOLE

HARPS _ .G
HARPT . ..B
HARRAH . .-B
HARREL .. ..B
HARRIMAN -G
HARRINGTOM .. .G
HARRIS ... .D
HARRISBURG D
HARRISON -B
HARROD . ..B
HARSLOW . .G
HARSTIME . -C
HART ____ .G
HARTER .. -C
HARTFORD JA
HARTLAND ..B
HARTLESS -B
HARTHIT. -C
HARTOP -B
HARTSELLS .. ..B
HARTSHORN .B
HARTWELL D
HARTWICK JA
HARTZ..... .-B
HARVEST -B
HARVEY -C
HASKILL -B
HASLIE . LA
HASSEE .. D
HASSELL -C
HASSLER o
HASSMAN ..D
HASTEE -B
HAT...... -C
HATBORO D
HATCH . D
HATCHER .G
HATCHET .-B
HATCHIE .G
HATERMUS ..D
HATERTOMN o
HATFIELD .. -G
HATHAWAY .B
HATKMOLL ..B
HATLIFF ..... .G
HATMAKER .-C
HATRANCH D
HATSPRING .. .-C
HATTON .G
HATLU ..D
HATUR . .G
HATWAI ... -G
HAUBSTADT . .G
HAUG ... . B/D
HAUGAN . ]
HAUGEMN . .-B
HAULINGS . D
HAUZ ... -G
HAVA .G
HAVAMNA -B
HAVELOCK .BD
HAVEM . -B
HAVENSHNECK .B
HAVERDAD -G
HAVERHILL D
HAVERMOM .. .-B
HAVERSID . .
HAVERTE

HAVILAND .

HAWICK ...
HAWKEYE
HAWKSNEST .
HAWKSPRINGS
HAWKSTOMNE .
HAWLEY ...
HAWTHORME .
HAXBY ...
HAYCRIK .
HAYES ..
HAYEST -
HAYESVILLE ..
HAYESVILLE, Stony
HAYFORD ....
HAYLAND

Q
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HAYRACK
HAYRIVER
HAYSPUR
HAYSTACK ..
HAYSTORE
HAYSUM
HAYTI
HAYWIRE.
HAZELAIR
HAZELCAMP ..
HAZEM
HAZLEHURET
HAZTOMN _.

HEADLEY .

HEALDTOMN __
HEALING ..

HEATH ...
HEATHCOAT
HEATLY ..

HECHTMAN .
HECKER ..
HECKISON
HEGKLY
HEDGE ..
HEDSTR
HEDVILLE

HEIDEL .
HEIGHTS .
HEIL.......
HEINSAW.

mi

HELEMANG .
HELLGATE ..
HELLMAN
HELLWIG .
HELM.....
HELMER
HELMET
HELMICK
HELVETIA
HELY ..
HEMAN
HEMCROSS .
HEMINGFORD
HEMPHILL ...
HEMPSTEAD ..
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HENCO...
HENDAP..
HENDERSOM
HENDON ...
HENDRICKS .
HENDY ...
HENKIN ..
HENKLE, Extremaly Coboy .
HENKLE ..

HENLEY ..
HENLINE
HENMEL ..
HENNEWAY .
HENNINGS
HENRIETTA ..
HENRY ......
HENRYSFORK .
HENRYSLAKE
HEPPSIE ....
HERAKLE
HERBEL ..
HERBERT ..
HERBMAN
HERBOLD ..
HERCULES
HERDCAMP
HERITO ..
HERJUN ..
HERLONG ..
HERMANTOWN
HERMERING ...
HERMIT
HERMSHALE
HERMANDEZ
HERNDON
HEROD .....
HEROD
HERRICK
HERSEY ..
HERSH
HERTY ...
HESHOTAUTHLA
HESPER..
HESS .......
HESSELBERG ..
HESSING ...
HESSLAN
HETLAND ..
HETTINGER .
HEUSSER .....
HEUVELTON
HEVERLO .
HEWITT ..
HEWOLF
HEXT ...
HEYDER..
HEYDLAUFF .
HEYTOU.......
HEYTO, Stony, Cool .

HIBBARD

HIBSAW ..
HICKEY ..
HICKIWAN .
HICKS .....
HICKSWYILLE
HICORIA
HICOTA ..
HIDATSA
HIDEAWA
HIDEWCOD ..
HIDVALLE ..
HIGGINS ...
HIGGINSVILLE .
HIGH GAP ..
HIGHBANK
HIGHCAMP ...
HIGHCREEK .
HIGHHORN
HIGHLAND ...

DO 0000NSNnnd0 OO0 000000000000 00NN ONINOD OO0 000D 000000nn 000 0NN0DoDod

HIGHLAND .....
HIGHPOINT
HIGHSPLINT
HIGHTOWER ..
HIGHUP.......
HIGHVALLE
HIHIMANU
HILAIRE ......
HILDEBRECHT
HILDRETH
HILEA ...
HILES ...
HILGRAVE
HILINE ...
HILKEN .
HILLERICK
HILLCITY .
HILLCO .
HILLCRE
HILLEMAMNMN
HILLIARD ........
HILLIARD, Moderatelly Well
Dralned ...
HILLSDALE .
HILLTISH .
HILLTO ...
HILLTOPPE
HILLVIEW....
HILLWOOD .

HINKER ....
HIMKLE .

HINTOM ...........
HIRAMSBURG
HIRSCHDALE .
HISEGA ....
HISHA ...
HISTOSO
HITCHCOCK

HOCKINSO, Moderately Wet
HOCHKLEY .............
HOCHKLE, Graded.
HODEDOD ..
HODENPY
HODGSOM ..
HOEHNE ..
HOFFMAM ...
HOFFMANVILLE
HOFSTAD ...
HOGADERD
HOGAN ...
HOGCREEK
HOGENSBORG .
HOGHEAVEN .
HOGMALAT
HOGRANCH
HOGRIS ...
HOGRIS, E
HOH..........
HOHMANN ..
HOKO ...
HOLBORN ...
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HOLCOMB HOREB .G | HUGUSTOMN D [IDWAY
HOLDEN.......... HORMBECK . HUICGHICA .... .G/D | IFFGULCH .....
HOLDERMAN HORMELL ... HUILEPASS . - IFTEEN
HOLDERTOMN ... HORMELLSVILLE . HULDA ... -0 |IGERT ..
HOLDINGFORD HORMER ............... -A | HULDERMAN .0 [IGNORD
HOLINROQCK . HORMER, Graavelly Substratum .B | HULETT..... B | IGUALDAD ..
HOLKAT ... HORMNEYBUCK -C | HULLIGAMN B/D | IHLENM
HOLLAGE .. HORMNICK .. G | HULLS .. LG 1AM
HOLLANDLAKE HORMNING . WA | HULLSGULCH B |IKE ..
HOLLISTER .. HORNITOS .. D[ HULLT .. B [IKIT ...
HOLLOMEX HORMNSBORO . HULUA D |IKSGIZA _.
HOLLOW ... HORMNSBY ... HUMACAD .. B | ILACHETOMEL .
HOLLOWTREE HORMNSVILLE .. HUMATAS ... . | ILDECARE .....
HOLLY ... HORROCKS. HUMBARGER . -B

HOLLYBROOK HORSECAMP .. HUMBARSPRINGS .. B

HOLLYWOOD HORSEHEAD .. HUMBUG - B

HOLMAN ... HORSEPRAIRIE . HUME ... -G

HOLMDEL .. HORSLEY ............. . HUMMINGTON .. G

HOLMQUIST .. HORTONVILLE, Limestong HUMSKEL ... & ILLITO L
HOLMZIE ... Substratum.......... HUNCHBACK . - ILTOM ...
HOLOHAN .. HORTONVILLE HUNDRAW ... ILWACO
HOLOMUA . HOSFORD ... HUNGRHY ...... IMBLER
HOLSINE ..... HOSKAY ... HUNGRYGULCH IMLAY ...
HOLSTEIN ... HOSLEY HUNSINGER ... IMMAMUEL ...
HOLSTON .. HOSMER HUNTDALE .. IMMIANT ...
HOLT .. HOSPAH ... HUNTERS ... IMMOKALEE .
HOLTER .. HOSSICK .. HUNTERSCOVE IMMAHA, ...
HOLTVILLE HOSTA, Loamy Surlace . HUNTIMER .. INCELL ...
HOMA ... HOSTA ..o HUNTLEY .. INCHELIUM
HOMELAKE .. HOSTAGE ... HUNTMOUNT . INCY ...
HOMELAND HOT LAKE HUNTROCK . INDART
HOMEN ... HOTAW .. HUNTSBURG . INDEX __.
HOMESTEAD HOTCREEK INDIAHOMA
HOMEWOOD .. HOTEL INDIANOLA
HOMME, Moderately Wet _ INDIANPASS
HOMME ... HOTSPRINGS . INDIANTOWN
HOMOSASEA HOTTIS ... INDLETON ..
HONAUMNALL HOUCKTOWMN . INEL ._.
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HONDEE ... HOUGHTON INEZ...
HONEYCREE HOUK ........... INFERNOD .
HONEYDEW __. HOULA INGALLS ..
HONEYVILLE HOULKA ... INGENIO ...
HONGA, .. HOURGLASS INGERSOLL
HOMLAK .. HOUSEROCK .. INGLEDOVE ..
HONOBIA .. HOUSTENADER ... INGLESIDE ...
HONOKAA .. HOUSTON ... INKOM ... .. G|
HONOLUA . HOUSTOM BLACK -
HONOMANL _ HOWDE ...

HONONEGAH HOVEN ... HUYSINK ..

HONOULIULI HOWVERT. HYALL ...

HONTAS HOWARD _. - HYAMMNIS .

HONTOON ...

HOMNUALULU HYATTS

HOOD HYATTSTOWN __ INVERMESS .
HOOD CA HYATTVILLE .. INVERSHIEL ..
HOODVIEW .. HOWMEADOWS . HYDABURG ... L5 J——
HOOGDAL ... HOWSON .. HYDE........... I0GOON ...
HOOKSAMN HOXIE .. HYDELAMD IOLEAL
HOOKTON . HOYLETON . HYDRO.. IOM ...
HOOLEHUA HOYLETOMN, Mines Sinks -D | HYE ... IOMA ..

HOOLY HOZHO . D | HYLOGC 10M1A

HOOP HOZOMEEN. HYHNES .. I0TA ..

HOOPAL HUACHUCA . 1IOTLA
HOOPPOLE HUALAPAL. IPANC

HODSAN HUB ... IPAV A
HOOSEGOW HUBBELL .. IPISH .
HOOESIERVILLE HUBERLY .... IPSOOT
HOOSKAMADEN . HUBERT .......oeee.. IHAAN ...
HOOTEN ... HUBLERSEBURG ... IRAK ...
HOOTENTOWN HUCKLEBERRY, High Rainfall ....B IRASBURG .
HOOTER ... HUCKLEBERRY ... IREME ...
HOOVERS . HUCKRIDGE IRIS ...
HOOVERTON HUDDLE .... IRMA ..

HOPBURM . HUDNUT IROCK ..

HOPCO HUDSPET] IRON BLOSSOM _.
HOPDRAW . HUECO IROMA ...........
HOPKINS ... HUEL ... IRONBERIDGE
HOPLAND _. HUEY ... IRONCITY .
HOPLEY .. HUFFLING .. IROMNDALE ..
HOPPERS .. HUFFMAM . - IROMDYKE .
HOPPS . HUFFTON . IDAMONT _. IROMGATE .
HOPPSWELL HUFMAN __. IDEE ... IRONGOLD .
HOQUIAM .. HUGGINS .. IDLEWILLD . IROMAUNM.......
HORCADOD . IDMON ... IRONEPRINGS .
HOREB, Gravelly Substratum ... B IDMONTO IROQUOIS . B
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IRRAWADDY .

ISHI PISHI
ISHMAEL .
ISIDOR .
ISKMAT ...
ISLAMORADA
ISLAMND ..
ISLAMDLAKE .
ISLANDPARK
ISLES

ISLOTE .
ISMAY ..
ISTOKPOGA ..
ITANC ..
ITASCA

ITAT ...
ITHACA

IVANELL ..

IVERSEN.
IVES...

WIE ..
VORY .
IWAIT .
IWELA .
WICA
DEIAM
IZAGORA
IZEE ...

JACK CREEK.
JACKLAND
JACKMAN ...
JACKPORT .
JACKPOT ...
JACKSBACK
JACKSBORO .
JACKSON ......
JACOBSEM .
JACOBY ..
JACOMITA
JACCQUITH ..
JACRATZ
JADIS .

JAGLUEYES .
JAHANT
JAHIOD
JALMAR .
JAMES CANYOM .
JAMESTOM ...
JAMESTOWN
JAMELEW ...
JANESBURG .

JAMILE, Bouldery ...

JAMISE, Overtlown,
JANKOSH .
JAMMEY ..
JANSITE
JANUDE
JARAB .
JARBIDGE ..
JARBOE

JARDAL.
JARDIN ..
JAREALE
JARITA .
JAROSO
JARRE ...
JARRON
JASCO
JASSEEK .
JAUGAS ..
JAURIGA

JAYPEAK .
JAYWIL..
JEAGER
JEALOUSY ..
JEAN LAKE ..
JEAMERETTE.
JEBE ...
JEBO .
JEBO .
JEDBURG
JEDDO .
JEFFERS
JEFFLAKE
JEKLEY .
JELLICOD ...
JEMERSON _
JENA ...
JEMERA
JEMEVA
JENKINS ..
JEMNKINSOMN _
JEMKS ..

JERKTAIL.
JEROME ..
JERUSALE
JESBEL .

JETMINE
JETSTER .
JEVETS .
JEVHME ..
JIGSAW .
JILSON ..
JiM ...
JIMBEE .
JIMBLUFF
JIMCOMLAT
JIMCREEK

JIMTOWN.
JIVAS
JOBOS
JOBPEAK .
JOEBALDY
JOEBAS
JOEMRE
JOEMEY
JOEVAR

JOHNETOMN.......
JOHNSTOWN ..
JOHNTOM
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JOMESVILLE ...
JONLAKE ...
JOMMIC ..
JOMPOL .
JOPPA
JORDY
JORGE ...
JORGENSENM
JORM ...
JORMNAHAM ..
JORSTED
JOSHUA .
JOSIE ..
JOSLIN
JOSSET
JOTAVA .
JOURDANTON
JOVEATCH
JOVINE ..
JOWEC
JOYCE.

JUANDEFUCA _
JUBILEE.
JUBIN ..
JUDA
uDD ...

JUDGETOWN
JUDICE
JUG ...
JUGHANDLE
JUGEOM ...
JUGTOWN _
JULIN ...
JUMBLE .
JUMBO ...
JUMPCRE
JUMPER _...
JUMPMORE ..
JUMPOFF ..
JUMALUSKA |
JUMCAL
JUNCOS.
JUMEBEE
JUNGD ...
JUNIPERO _
JUMIUS.....
JUNQUITOS .
JUNTURA ...
JURVANNAH
JUSTIN ..
KAALUALL
KAB.........
KABEAR _

KACHESS ..
KACKLEY
KADLETZ
KADOKA .
KAENA
KAFFUR .
KAFING
KAHALLUU
KAHANA
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KAILUA .

KAIMU
KAINALIU .
KAINTUCK _.
KAIPOIOI ..
KAITO ...
KANIKI
KALAE ...

KALALOCH .
KALAMA
KALAMAZOO
KALAMBACH .
KALAPA .
KALAUPAPRS
KALEETAN ...
KALEETAN, Tl Substratum .
KALIFONSKY
KALIGA ...
KALIHI ..
KALLICH .
KALMARVIL
KALD ...
KALOKO
KALONA
KALSIM ...
KAMAKOA
KAMAOLE
KAMAY ...
KAMELA
KAMIE ..
KAMM ..
KAMPVI
KANACKEY .
KANAKA ...
KANARAMZI
KANASKAT
KAMNCAN .
KAMNDALY .
KANDIK ...
KANDIYOHI
KANEBREAK .
KANELOA
KANEOHE

KANIKSU ..
KANKAKEE .
KANORADO
KANOTIN
KANTISHNA
KANUTCHAN .
KANZA .
KAPAA
KAPAPALA .
KAPAPALA, Bedrook Substiratum
KAPLAN ... -
KAPPES .
KAPUHIKANI .
KARAMIN ...
KARANKAWA
KARBAMNA ...
KARHEEN

KARLSBORG .
KARLSRUHE .
KARLSTAD ...
KARLUK ...
KARMA _
KARMEES
KARMEY
KAROC .
KARPP .

KARSHMER ..
KARTA.......
KASEBERG
KASHWITNA
KASIAMA
KASKELA .
KASOTA ...
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HAWAIHAE
KAWEETA ..
HAWRKAWLIN
HAYMINE
HAYO
HEALIA ...
KEANSBURG.
HEARL ........
KEARNSAR
HEATING ...
KEAUALALD ..
HEAUKAHA
HEAWAKAPL ...
KEBA ...
HEBLER ..

KEEMER ..
KEESE
KEETER ..
HEEWATIN

KEIFFER .
KEISER ...
KEITHVILLE

KELLISOMN ..
KELLOGG ..
KELLOGGE

KENAI ...
KENDRICK.
KEMNEFICK
KENESAW .
KENILWORT
KENMOOR .

HEMMNY LAKE.
KEMNO ..

KENOTRAIL .
KEMRAY ...
KEMRIDGE ..

KENSAL ......

KENSINGTON -G
KENSPUR ... -B
KENTLAND .. AD
KENTUCK B/D

KEMUSKY

KED ...... -B
KEOKUK .. -B
KEOSAUQUA . -B

AR

KERRDAM, Moderate Parm .
KERRDAM ...
KERRFIEL
KERRICK .
KERRVILLE .
KERSHAW
KERSTON
KERT ...
KESHEMNA
KESSON ..
KETCHLY .
KETLAND...........
KETTLEBELLY
KETTLEMAN, Gravelly
KETTLEMAN
KETTMER.....
KEUTERVILLE
KEVANTON .
KEVILAR ..
KEWACH ..
KEWAKE ..
KEYLARGO .
KEYMER ...
KEYOLE ..
KEYPORT
KEYSTONE _.
KEYWVACA
KEYWEST
KEZAR...
KIAN ...
KIAWAH ..
KIBESILLAH
KICHATNA .
KICKERVILLE.
KICKINGHORSE
KIDAMI .....
KIDWELL ..
KIESEL .....
KIETZKE ..

KILGORE .
KILLARNEY .
KILLBUCK
KILLET ..
KILLEY ..
KILLINGT
KILLMASTER ..
KILMAMAGH
KILMER ........
KILMERQUE
KILOA ...
KILOHANA
KILOWAM .
KILTABAR
KILWINNING
KIM ...........
KIMELE .

KIMBLES ..
KIMMELL ..
KIMPTOMN .
KIMROSE .
KINA ...
KINCHELOE .

——
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KINCD ...........
KINDAMINA
KINDER ..
KINDIG

KINESAVA .
KINGCO .
KINGDON ..
KINGFISHER
KINGILE ........
KINGINGHAM _.
KINGMAN ...
KINGMONT
KINGS ...
KINGSBURY .
KINGSDOWN
KINGSFERRY ..
KINGSLAND _._.
KINGSLEY .......
KINGSPOINT
KINGSRIVER
KINGSTON
KINGTUT ...
KINKEAD ...
KIMKEL, Gravelly .
KIMKEL
KIMNKOR
KIMLEY ...
FIMMAM ..
KINNEAR
KINMICK .
KINMICK .
KINCCKIT
KINSMAN ...
KINSTON
KINTA ...
KINTOMN ..
KIMUSTA
KINZEL ...
KINZUA .
KIOMATIA .
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KIPER ..
KIPLING .
KIPSOM ..
KIRBYVILLE .
KIRKEMDALL
KIRKLAND .
KIRKEEY ...
KIRKVILLE .
KIRLEY ...
KIRVIN ...
KIRVIM, G
KISATCHIE ...
KISCOVE
KISHWALK .
KISHWAUKEE .
KISRING ...........
KISSICK .
KISTIRM .
KITGARSO
KITCHEM CREEK
KITI .........
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KITSILI ...
KITTERLL ...
KITTERMAN .
KITTITAS....
KITTLESOM ..
KITTSON
A} | [P
KIZHUYAK, Modealiely Wl
KIZHUYAK .
KLABER .....
KLACKING .
KLADNICK ...
KLADNICK, Stony ..
KLAHOWYA ...
KLAMATH .
KLAMELNEEG
KLAPOT .
KLASI ..
KLAUS
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KLAWATTI ..
KLAYEMT .
HLICKIKA
KLICKO ...
KLIENPETER.
KLINE, Cobbly ...
KLIME, Protected .
KLINGER....
KLIPETEIN ..
KLISKON .....
KLOMNDIKE .
KLOOQUEH
HLOOTCH _.
KLOSSNER .
KLOTEN ...
KLUG ...

KLUMP .

KLUMA DEEP
KMAPPA .........
KMNAPPTOMN
KMEELAND .
HMEFF _.
KMEP ...
KMICKERBOCKER
KMNIFEHILL ..
KMIFFIN
KMNIGHT
KNIK ...
FMIKLIK
KMIPPA ...
KMNOB HILL .

KOCH ... -G
KODAK .
HODAK, Nonfleoded
KODIAK ...
KODRA .
KOEHLER
HOELE ..
KOERLING ..
HOETHER
KOFFGO ..
HOGISH

HOKEE ...
KOKERNOT
HOKO .
KOKORUDA
HOKOSING .
HOLAR
KOLBERG ..
KOLEKOLE
KOLIN ......
HOLLUTUK .
KOLOA ...
KOLOB ...
HOLOMORKI .
KOMONDOR ..
HOMRO ...
KONA ..
HOMAWA .
KONERT ...
HKOMNAROCK
KOMNER ...
KONOCTI, Stony
HOMNOCTI .
KONSIL

HOMNZA .
KOOCH

HOOLAL
KOONICH.
HODSKIA .
KOOTENAIL ..
HOPIE .
KOPPERL
KOPPES ...
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KORMMAN
KOROBAGO
KORONIS
KORTTY ..
KOSETH ..
KOSMOS
KOSSE ..
KOSSUTH
KOST ...
KOTO ..
KOTZMAN
KOUNTER
KOURY .
KOYMIK
KOYOKEE ...
KOYUKTOLIK
KRACKLE
KRADE __.
KRAKON ..
KRAKOW ..
KRAM
KHRANSKI..
KRANZBURG _

KRESESON ...
KREYEMHAGEN
KREZA ..
KRIER _..
KRIEET

KROME

KRON ...
KROTO
KRUBATE
KRUEGER

KUKAIAL,
KUKVEY

KULSHAN
KUMAYOSH
KUMNCEIDER __
KUNIA..........
KUMUWEIA .
KUPREANDF _
KUPREANCF, Moderataly Wet
KUREB _
KURK..
KURD ...
KURSTAN
KURTEMN ..
KURTH _
KURTZ ..
KUSAL ..
KUSDRY ..
KUSHMEAHIM
KUSKORWIM _
KUSLINA ...

LA GRANDE __.
LA POSTA.
LA ROSE ...
LABELLE ...
LABETTE ..
LABKEY _

LABYRI -
LACERDA ...
LACEYCREEK .
LACKSCREEK .
LACLEDE ...
LACONMNER _.
LACOOCHEE ...
LACOSTE..

fmid

LADYSMITH .
LAFAYETTE ..

LAGITOS ...
LAGLORIA
LAGOD ...

LAGRAMNGE ..
LAGROSS .
LAGUNITA ...
LAHAIMNA, ...

LAHRITY

LAHTIDA
LAINAND __
LAIRDSVIL
LAKASH ...
LAKASKIA
LAKE ...
LAKE, Clayay Surface .
LAKE CHARLES
LAKEBEDDER ___
LAKEFIELD ..
LAKELAND
LAKEPARK __
LAKESHORE
LAKESHORE
LAKESOL ..
LAKETON __
LAKEWOOD .
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LAMBERJACK .
LAMBMAN ...
LAMBRAMNCH
LAMBUTTE ...
LAMEDEER ..
LAMESA ...
LAMESHUR ..
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LAMIMNE .
LAMINGTON ..
LAMEKIM .......
LAMOILLE ...
LAMOTTE ...
LAMPASAS
LANARK ......
LAMNCASTER..
LAND ...
LANDAVASD
LANDCO..

LANDUSKY .
LAMEVILLE .
LAMEXA .
LANEY
LAMNFAIR .
LANGDOM ..
LANGELLAIM .
LAMNGER ...
LANGLADE .
LAMGLESS .
LANGLOIS .
LANGOLA ...
LANGSPRING
LANGSTON ...
LAMNGWELL .
LANIER
LAMIP ...
LAMNKBUSH .
LANCALK ..
LAMNCMA ..
LANSDOWNE
LAMNTERMN
LANTIS .
LANTOMN, Low Rainfal
LANTONIA .
LAMNTRY

LAPLATTA ..
LAPOINTE
LAPON ...
LAPPANS
LAPWAI
LARA
LARCHMOUNT ..
LARCHPOINT
LARES
LARIAT .
LARIC

LARIM ...
LARIMER
LARIOSCAMP
LARMINE ...
LARCOUE
LAROSE ..

LAROSS ..
LARPENTEUR

LAS LUCAS

LASALISES .
LASERE
LASH .
LASKA ..
LASSEL
LASSITE
LASTANCE ...

LASVAR .
LATAH ...
LATAHCO |
LATANIER....
LATCH....
LATES
LATEX
LATHER .
LATIERRA.
LATIGO ..
LATIMER
LATINA
LATIUM ..
LATOMIA
LATOUCHE
LATOUR ..
LATOUREL
LATRASS .
LATTAS ..
LAUBY ...
LAUDERDALE .
LAUDERHILL
LAUER ...
LAUGENOUR
LAURAMIE
LAUREL ....
LAURELWOO
LAUREN ...
LAVALLEE
LAVEAGA..
LAVELLGA
LAVEMDER
LAVENTAMNA
LAVEY ....
LAVIMA .
LAVODMNAS
LAWAL ..
LAWEN _.
LAWMNDALE .
LAWNES
LAWNWOOD .
LAWREMNCE .....
LAWREMNCEVILLE ..
LAWSON ...
LAWVER
LAX ...
LAXTON .
LAYCOCK .
LAYTON .
LAZAN ...
LAZBUDDIE .
LE BAR _.
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LEADER .
LEADORE .
LEADPOINT .
LEADVALE
LEAF .......
LEAFLAKE

LEAKEY .
LEAKSVIL
LEANDER .
LEANMA ...
LEATHAM .
LEATHERBARK
LEATHERS ..
LEATHERWOO
LEAVENWORTH
LEBAM _.
LEBEAU .
LEBEC ...
LEBROM .
LECKMAN .
LECOMA .
LECRAG.
LEDFORD
LEDGER.
LEDOW ..
LEDRU _.
LEDWITH ..
LEECREEK ..
LEEDSVILLE
LEEFIELD ....
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LEELAMAL ...
LEEMONT
LEEMORRIS ..
LEEM .......
LEEPER
LEERAY
LEERCO ..
LEESVILLE .
LEGALL ...
LEGAULT

LEISY ...
LEITER.
LEMAH .
LEMBOS ..
LEMCAVE
LEMCO
LEMETA
LEMHI ...
LEMING
LEMM ...
LEMMON .
LEMOLO ..
LEMONEX

LEMPIRA .
LEMROI
LEMNA

LEMAFE ..
LENAWEE
LEMBERG
LEMGBY
LEMMEP
LEMCIR ...
LENORAH
LEMZILO ...
LENZWHEEL .
LEOLA ..
LEONAR
LEOMNARDD __.
LEOMARDTOWN ..
LEOPOLD ...
LEPMER ..
LEQUIEU..
LEQUIRE .
LERCUX
LEROY .
LESBUT
LESIER.
LESOMN .
LESPATE
LESWILL .
LETAVARI
LETHENT
LETMEY

LEVELTON ...
LEVENGOOD
LEVENMILE
LEVERETT.....
LEVMIK .

LEWHAND
LEWIS .........
LEWISBURG _.
LEWISVILLE
LEWKALE ...
LEWMNOT ...
LEXINGTON
LEXTON .

LEYEA

LIBERAL ....
LIBERTY
LIBRARY
LIBUSE ..
LICK .
LICKCREE
LICKING ...
LICKEKILLET
LIDA..............
LIDAN ...

LIEBERMAMN
LIESNOI
LIGAI ..
LIGHTNING ..
LIGNUM ..

LIGNUMVITAE
LIGDCKI .

LIGURTA
LIHUE ...

LILLINGS .
LILLINGTON
LILLIS ..
LILLIWAL
LILLYLANDS
LILSHEEP .
LILSMAKE .
LILTEN ..
LILYLAKE ..
LIM ..
LIM EE
LIMECREEK
LIMINGA ..
LIMKING
LIMON ...
LIMOMNES ..
LIMPY ...
LINCO .
LINDALE
LINDELL
LIMDEMN .
LINDER .
LINDOQUIST _.
LINDSTROM
LINDY .
LINGAMNORE
LINGUA .....

LIMHART
LININGER .
LIMKLETTER
LINKETERLY
LINLITHGOD ..

LINPEAK
LINSLAW
LINTON .
LINVELDT .
LIOMHEAD
LIODNWOOD .
LIPKE ...
LIPPITT .
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LITGHY _.
LITENM ...

LITEM, Till Substratum .
LITHEE ......
LITHGOW ..
LITHIC HAPLUSTALFS, L.M.M
LITIMBER ...
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LITRO ..
LITTLE HORN

LITTLEAXE

LITTLEBALD .
LITTLEFAWN

LITTLEFIR..
LITTLEHAT

LITTLEJOHM .
LITTLEMO ...
LITTLEMUD ..
LITTLERED ...
LITTLESALMON _.
LITTLESAND

LITTSAN ..
LIVAM ..
LINGOD ..

LIVENG

LIVERMORE .

LIVIA .
LIVOMA

LIZARDHEAD
LIZARDLAKE

LIZE .....

LOBEISMER..

LOBERT ..
LOBO ..
LOBURN..
LOCEY ...

LOCHLOOSA

LOCHSA .....

LOCKDOWN .

LOCKE ...
LOCKERB
LOCKHART
LOCKNEY ..

LOCKPORT ..
LOCKSPRINGS

LOCOBILL
LOCUST ..

LOEMSTOMNE

LOFFTUS ...

LOGGERT ..
LOGHILL ....

LOGHILL, Very Daep .
LOGHILL, Thick Salum .

LOGSDEN

LOGEPRINGS ..

LOLETA ...
LOLITE
LOLON ...

LOLOPEAK .

LOMAX ...
LOMBARD ..
LOMETA. ..
LOMILL
LOMIRA
LOMOND .
LOMPICO
LONCAN..
LOMDO .

LOMEEEAR ...
LOMECONE ...
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LOMELY ......
LONEMAN
LOMEQAK
LOMEPINE ..
LOMERANCH _.
LONESOME
LONEWCOD
LOMGBAR ...
LONGBELL .
LONGBILLY ...
LONGBRANCH ..
LOMNGHIKE ...
LONGHOPE, Ponded..
LONGJOHN
LOMNGLOIS ..
LONGMARE
LOMGMARS
LOMNGMONT
LONGORT
LOMNGPEN
LOMGPINE ..
LONGS ...
LONGEHOAL
LOMGEIDING..
LOMNGVAL ...
LONGVIEW .
LONIGAN, CobDly Substratum .
LONJON ...

LDNNIEEI-EE

LORAY ...

LOREAUVILLE
LORENZO ...

LORHUNT
LORING _.
LORMAN ..
LORRAINE .
LOS ALAMOS |
LOS D505 ..
LOS TANOS .
LOSANTVILLE ...
LOSEGATE .
LOSLOBOS .
LOSMARIOS
LOSTBASIN
LOSTCOVE.
LOSTCREEK ..
LOSTHORSE ..
LOSTINE ...

LOSTPOINT
LOSTSPRING .
LOSTVALLEY _
LOSTWELLS
LOTEX _.
LOTHAIR ..
LOTT __.
LOTUS

LOouU ...

LOUDON ..
LOUDONVILLE
LOUELLA ...
LOUGHBORO .
LOUIECREEK .
LOUIN ...
LOUISA .
LOURIS .
LOUSCOT
LOVEDALE .
LOVEJOY ...
LOVELACE .
LOVELADY .
LOVELAND .
LOVELL .
LOVELOCK . -
LOVENESS
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LOWERCREEK..
LOWLEIN ...
LOWNDES ..
LOWRY ...
LOWS
LOWVILLE ..
LOX ...

LOYAL .. -C
LOYALTOM _ .-.D
LOYPLACE . D
LOYSVILLE . ..D
LOZANOD .B
LOZEAL -C
LUIANA -B
LUBEOCK ..B
LUBKIN ... -B
LUBRECHT . -C
LUCE ....... -G
LUCEDAL .B
LUCILE ... BiC
LUCKENBALC -G
LUCKETTS ... -C
LUCKIAMUTE D
LUCKYFUSE .. ..B

LUCKYRICH

LUMMUS .

LUMCH . -C
LUNDER .D
LUNDGR -
LUMDLAKE . B/D
LUNSFORD .

LUNT ..

LUTZKE ...
LUVAR..

LYBRAND
LYCURGUS
LYDICK ...
LYERLY

LYFORD

LYHKAL ..

LYKENS

LYKORLY
LYMANSOMN
LY¥NCH ...
LYMDEM ..
LYNN HAVEN
LYMMNBOW ..
LYMNE ..
LYMMVILLE .
LYNNWOOD ..

LYMXCREEK
LYOMNMAN _
LYRA ...
LYSTAIR
LY¥TELL ..

MACEDOMIA
MACHETE .
MACHIAS _
MACHONE
MACHUELOD
MACIVER ..
MACKERRI
MACKINAC _
MACKLYN ...
MACKSBURG ..
MACLARENM .
MACOMB ..
MAGCON ..
MACREE
MACYFLET
MADAWASKA
MADDEN ...

MADELIA ... =4
MADERBAK _
MADGE .. MANITA
MADILL .. MANITOWISH
MADONN MANKOMEN ..
MADRAK ...
MADUREZ.
MAES ... MANMIXLEE ..
MAGDALENA MANSIC
MAGENS MANSKER
MAGGIE _ MANSOMN
MAGGIN .. MANTECA
MAGIC ... MANTON .
MAGNET MANL ...
MAGNETIC MANVEL ..
MAGOTHA
MAGROC .. MANZANITA
MAGUAYD MANZANST
MAHAFFEY
MAHAMN ..
MAHANA MAPLECREST
MAHASKA MAPLEHILL ..
MAPLEWOOD
MARACK
J| MARAGUEZ
MAIDENPEAK.. MARANA
MAILE ... MARBIE
MAILTRAIL
MAJIK .
MAJUBA .
MAJURO
MAKAH MARBLETOWN
MAKALAPA MARCADO ..
MAKAPILI MARCEL ...
MAKAWAC MARCELIMAS
MAKAWELI _
MAKEMNA
MAKI ...

MAKIKI]
MAKLA
MAL ...
MALA
MALACHY _
MALAMA
MALARDI .

MALBIS ..
MALCOLM .
MALDEN....
MALEZA .
MALHEUR _
MALIBU .....
MALJAMAR .
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MALLOPASS ..

MALMO

MANASHTASH .
MAMASEAS ..
MANATEE
MANAWA
MANBURN _.
MANCHESTER .
MANCO
MANCOS .
MANDARIN, Flooded .

MANN .............
MANNINGTOM ..

MANZANITA, Gravelly

MAPLE HOLLOW .
MAPLECREEK..

MAPLEHURST ..

MARBLEHEAD .
MARBLEMOUNT ..
MARBLEMOUNT,

MARCELLON __.

MAREMMA .
MARENGO ..
MARESUA .
MARGERUM ..
MARGIE ..
MARGO ...
MARIANA
MARIAVILLE ..

MARIMEL ..
MARIMA,.

MARINE.

MARION

MARIOSA ..
MARISCAL
MARJANE .
MARKER ...
MARKES ...
MARKESAN .
MARKEY
MARKLAKE ..
MARKLEPAESS .
MARKEBUTTE.
MARKTON .
MARLA ..

MARLEY

MARLTON.
MARMARTH.
MARMNA .
MAROTZ

MARPA .
MARPLEEN .
MARCUAND
MARCQUETTE
MARCQUEZ

MARSHDALE .
MARSHFIELD ..
MARSHILL ...
MARSING..
MARSITE

MART ...

MARTEE

MARTEL ..
MARTELLA ..
MARTILLOD .
MARTIN PENA
MARTIMNEZ .......
MARTINSBURG .
MARTINSON ...
MARTINTON
MARTIS .

MARTY _.

MARUMS

MARVELL ..
MARVYN ...
MARYSTOWN .
MARYSVILLE
MASARYHK .
MASCAREMA
MASCHETAH ...
MASCOTTE .
MASCOUTAH ..
MASEEYA .
MASET ..

MASHAM

MASHEL ....
MASHULAW
MASKELL .
MASON ...
MASONFORT
MASONTOWN .
MASSACK ..
MASSADONA .
MASSADOMA
MASSANETTA.
MASSBACH .
MASSIE ........
MASTERSOM ..

MATANUSKA
MATANZAS ..
MATAWAN
MATCHER....
MATECUMEE .
MATFIELD ..
MATHERS ...
MATHERTOM ..
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MATHERTON, Clay Subsiratum ..C
MATHIAS ...
MATHISTON
MATHON ........
MATILO .
MATKION .
MATOON .
MATOY ...
MATQUAW, Dry.
MATQUAW
MATTAMUSKEET
MATTAN
MATTAPEX .
MATTERHORM ..
MATTEX ..
MATTIX ...
MATUNUCK
MAL

MALIDE ...
MALIKEY .
MAUMEE .
MALIMABD
MALIPIN
MALIRY .
MAVCO ..
MAVERICK .

MAYDOL .
MAYES ...
MAYFLOWER
MAYGAL ..

MAYMEAD .
MAYMNARD LAKE ..
MAYOD e
MAYQUEEM ...
MAYSPRINGS
MAYSWELL
MAYTAG ...
MAYTOWM ..
MAYVILLE
MAZARN . -
MAZASKA -G
MAZDALE
MAZIE ...

MAZUMA,
MCADOO
MCAFEE ..
MCALLEN ...
MCALLISTER.
MCARTHUR
MCBAIN.......
MCBIGGAM
MCCAFFERY .
MCCALEB ...
MCCALLY .
MCCAMMORN .

MCCLANAHAN .
MCCLAVE ......
MCCLELLAMN .
MCCLOUD .....
MCCLUNG ..
MCCLURE
MCCOIN
MCCOLL ..
MCCOMAS ..
MCCONAUGH
MCCORNICEK .
MCCOY ..
MCCREE .
MCCRORY ..
MCCROSKET .

MCGUE ...........
MCCULIGAN
MCCULLAN .
MCCUMBER ...
MCCUNE ...
MCCURDY ...
MCCUTCHEM _.
MCDANIELAKE .
MCDERMOTT ..
MCDOLE ..........
MCDONALDSVIL
MCDOUG ...
MCDUFF
MCELMO
MCEWEN ..
MCFAIN ...
MCFARLANMD
MCFAUL ...
MCGAFFEY ...
MCGARVEY .
MCGEHEE ...
MCGILVERY
MCGIMN ...
MCGIMNIS
MCGIRK ....
MCGIRK, Lo
MCGOWAN ..
MCGRATH ...
MCGRAVEY.
MCGUFFEY
MCGUIRE .
MCHANDY
MCINTOSH
MCIVOR ...
MCHKAMIE ..
MCKAY ..
MCKEE ..
MCKEETH.
MCKEMMNA .
MCKENTON.
MCKIMLEY __.
MCKINMNEY ..
MCKMNIGHT
MCLAIN ...
MCLANGOR.
MCLAURIN ..
MCLEAN....
MCLEMMAN .
MCLEQD ......
MCLOUGHLIM .
MCMANUS ...
MCMEEM...
MCMILLAN
MCMILLE ..
MCMURDIE ..
MCMURRAY
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MCMEELY ...
MCHULTY ..
MCHNYE..
MCPAN ..
MCQUEEN
MCRAE......
MCRAVEN
MCTAGGART ..
MCVAR ..

MEADOWBAMNK .
MEADOWLAKE ..
MEADOWPASS
MEADOWPEAK ..
MEADOWPORT .
MEADOWS ...
MEADOWVILLE ..
MEAMS ...

MEARES
MEATON ..
MECAM ..
MECHAMNIC
MECKLENBURG
MECKLING ..
MECLO ...
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MEGOSTA ..
MEDFRA .
MEDICI ..
MEDICINE
MEDLAKE .
MEDLAVAL
MEDLEY ..
MEDO ...
MEDOGC
MEDRICK ...
MEEGERNOT
MEEMON ...
MEGOMNOT .
MEGUIN ..
MEHURIN
MEIKLE ..
MEISS ...
MEKINOCK
MELAKWA ..
MELBOURNE
MELBY ...
MELD .
MELDER ..
MELFA .
MELGA ...
MELHOME
MELHORM .
MELLING.
MELLOTT ...
MELLOWMOON
MELOCHE .........
MELOZA .....
MELROSE ..
MELRUDE ..
MELTON ..
MELVIMA.....
MEMALOOSE
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MEMEAR ...
MENDEBOURE
MEMNDELTMA .
MENDEMNHALL ..
MENDI ........
MENDNA .
MEMNDOM .
MENDOTA .
MEMNFRO .
MENINIK
MEMNO ...
MENOHKEN .
MENOMIN

MECQUOMN
MER ROUGE .
MERCER....
MERCEY .
MEREDITH
MERIMOD

MERRILLAM .
MERRIMACG ....
MERRYVILLE
MEREHON .
MERTOMN .
MERWIN ..
MESABA .
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METALLAK .

METANOE
METCALF.
METH .
METIGOSHE ...
METOLIUS .
METONGA
METRE ..
METSER
MEXICO ...
MEXISPRING ..

MICAVILLE
MICCO ... B/
MICCOSUKEE
MICKEY ...
MICROSPEECH
MICROY
MIDAS _.
MIDCO
MIDDLEBOX
MIDDLEBROOK
MIDDLEBURG
MIDDLEBURY .
MIDDLEHILL ...
MIDDLEWOOD
MIDELIGHT ..
MIDESSA .
MIDFORE .
MIDOD ...
MIDPEAEK .
MIDVALE ..
MIERHILL .
MIERUF .
MIFFLIN
MIGERN
MIGUEL .
MIJAY .

MIKADD
MIKIM, Wol Substratum ..
MIKIM, Saling-Alkall, Wat
MILAM ...
MILBY .
MILCAM ...
MILDRED .
MILES ...
MILITARY .
MILKWEED ..
MILL ..........

MILLADORE
MILLAN .
MILLBOR
MILLBURN
MILLDAM
MILLECOQUINS
MILLERDITCH
MILLERFLAT ...
MILLERPOINT __.
MILLERSBURG .
MILLERTON ...
MILLERVILLE .
MILLHEIM
MILLHI ...
MILLICH
MILLIGAN .
MILLING _.
MILLOX, Nongaline ..
MILLOX, Saling-Sodlc ..
MILLPAW e
MILLPAW, Sandy Subsoll ..
MILLPOCKET .
MILLPOND ..
MILLPOND
MILLPOT ..
MILLRACE
MILLROCHK
MILLSAP
MILLSDALE .
MILLSITE ..
MILLSITE, Stony ..

MILLSTADT, Dralned
MILLSTONE ....
MILLSTREAM _
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MILLWARD _...
MILLWOOD

MILNER .... .B
MILTON -G
MILVAR .G
MIMA ..... .B
MIMALOOSA . -B
MINCHUMINA D
MINCO .B
MIMDEN -B
MINEDLA . WA
MINERAL, Dry .B
MIMERAL ........... .G
MINERAL MOUNTAIN D

MINERSVILLE ...

MINMEISEA, ...
MINNETONKA
MINMIEPEAK .
MINMIEVILLE .
MINNIMAUD
MINMYE
MINO ...
MINOA .
MINOCQUA .
MINONG ...

MIRASOL _
MIREROCEK .
MIRES ...
MIRES, Stony
MISEMHEIMER ..
MISERY ....
MISFIRE
MISHAK ...
MISHAKAL ..
MISHAWAKA
MISKOAK] ...
MISLATNAH
MISPILLION
MISSION ...
MISSISQUOI ..
MISSISSINEWA.
MISSLER....
MISSOULA ..
MISTEGUAY __
MITCH .
MITGHELLPOINT .
MITIWANGA .
MITKCF ...
MITRE ..
MITRING ..
MITTEN
MIZEL ...

MDGKS\I'ILLE
MOCO ...
MOCTILEME ..
MODALE .

MODESTY ..

MODJESKA
MODOC

MODYOM

MOENTRIA

MOFFSPRING
MOGG ...
MOGLIA.
MOGOLLON.
MOGOTE..
MOHAT ..
MOHLER

MOKEMA
MOKIAK.
MOKINS
MOKULEIA
MOLALLA ..
MOLAND

MOLION
MOLLCO
MOLLICY ...
MOLOKAL .
MOLTEKE ...
MOLTOMNER .
MOLTOMER, Slity Clay Loam
Substratum
MONA ...
MOMNACAN
MOMNACHE ..
MONAHANS
MOMNARCH ..
MOMNAETERIO
MONAVILLE
MONBUTTE ...
MONCHA ...
MONCISCO .
MOMEE .
MOMNGLE
MONGD
MONIDA
MONIDA

MONORIDGE ..
MONOX
MONPARK
MONSE ...
MONSERATE .
MOMNSERATE,
MONTBORMNE .
MONTCALM .
MONTCAN ..
MONTE GRISTO
MONTEAGLE ...
MONTEGRANDE ...
MONTELLO ...
MONTEOQCHA .
MONTEROSA .
MONTESA....
MONTEVALLO
MONTEZ ...
MONTEZU
MOMNTIETH...
MONTONIA .
MONTOSO
MONTOUR ...
MONTROSS.
MONTVERDE
MONTWEL ...
MONVERO
MONZA
MONZINGO ..
MOOERS ...
MOOHOO
MOOQLACK ..
MOONLIGHT ..
MOOMNSHINE
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MOONSTOMNE ..
MOONVILLE .
MOORETOWN.
MOORHEAD .
MOOSE Ftl'u’EH Mud&rately Wt . C
MOOSE RIVER..
MOOSECREEK
MOOSED..........
MOOSED, Sandy .
MOOSEFLAT ..
MOOSEHEAD
MOOSELAKE
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MORALES ..
MORANCH .
MORAMNVILLE
MORBEMCH .
MORCLAY ..
MORCOM
MORCOMICK
MOREGLADE

MORGANHILLS
MORIAH .

MORIAH, Clayey Subsoll.
MORICAL .
MORIMOUNT

MORLING ..
MORMON MESA .
MORMOUNT ...
MORMNINGSTAR .
MOROCCO ...

MOSSBACK .
MOSECHEEK ..
MOSSYROCK

MOULTHIE .
MOUNDHAVEN
MOUNDPRAIRIE .
MOUNDVILLE ..
MOUNTADAMS
MOUNTAINBOY ..
MOUNTAINEER ..
MOUNTAINVILLE
MOUNTEMILY .
MOUNTHAT ..
MOUNTMCULL
MOUNTMED .
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MOUNTPOOR ..

MOUNTZION .
MOUZON .
MOVIEFLA
MOVILLE .
MOWAKO
MOWATA
MOWERAY .
MOWICH .
MOYERS .
MOYINA .
MT. AIRY .
MT. HOOD
MT. OLIVE ..

MT. VERNON.
MT.ZION......

MTSTERLING
MUCKALEE
MUDBUZ .
MUDCO ..
MUDCREE ..
MUDLAKE .
MUDLAVIA ..
MUDPOT .
MUELLER
MUES ...

MUGATL .
MUGGINS
MUGHUT.
MUIRKIRK ...
MUKILTEO ..
MULA ...
MULAT .
MULDOOCN ..
MULDROW .
MULE ...
MULETT ..
MULHALL

MULLERS
MULLICA .
MULLIG ..
MULLINS .....
MULLYOMN
MULSTAY
MULT ...
MULTEY .
MULTORPOR
MULVEY ..
MUMFORD ..
MUMNCIE ......
MUNDALITE
MUNDELEIN
MUMDEMN .
MUNDOS.
MUNDT
MUNI ...
MUNSET .
MUNSOM .

MURAD .......
MURAMNCH _.
MURDO ...

MUREN
MURHUT .
MURKEN .
MUROC

MURRIETA .
MURRSTEAD
MURVILLE .....
MUSCATUNE

MUSGRAVE
MUSGROVE
MUSHEL.........
MUSKELLUNGE
MUSKOGEE ...
MUSOFARE
MUSQUIZ ...
MUSSENTUCHIT ...
MUSSENTUCHIT, Dry
MUSSERHILL ...
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MUSSEY ...
MUSTANG ..
MUSTANG ..
MUSTINKA ..
MUSTY ...
MUTHNALA

NAEGELIM ..
MNAGEEZI .
NAGLE .
NAHA .

NAILKEG .
NAIWA ...
NAKAIBITO .
MAKIMNA ...
NAKNEK ..
NAKOCHMWA

MNAKWASINA .

NALAKI ...
NALDO .
NALIVAG .

MAMEOK]
NAMMOTH
MNAMUR
MAMNA ..
NANAMKI
MAMIAK .
NANICH ...
MNANNYTON
MANSEMON

NANSEPSEP .
MNANTAHALA ..

MNANTICOKE
MNAPIER ...

NAPOLEOM ...
NAPOLEODM ...

MNAPOLI ..
MNAPPAMEE .
MNAPTOWMNE
MNARANJITO
NARANJO _..
MNARBOMA .
MNARCISSE
NARD ...
MNARDIME
NARDMONT
NAREA ...

MNAREL ..

NARRAGUINNEP .

NARROWS
NARTA ...

NASHVILLE .
NASHWALIK.
NASKEAG ...

NASOMN, Gravelly

NASON ..
NASS ...
NASSAU ..

NASSAWANGO .
NATAANI ..

NATAGA

NATHALE .....
NATHROP .

NATOMAS .
NATROY .
NATURITA
MALIKATI .
NAUMBURG
NAUNVOOD .

MNAYACA

NAVIDAD ..

NAVINA .
NAVD .

MAWAKWA

NAWT ...

NAYTAHWALUSH
NAZATON ...
NEABSCO .

NEAH ..

MEBISH .

NEBONA ...

MECESSITY ...
NECHE ......
NECHES _.
NECKROCK .
NECONDA

MECTAR
NEDA ...
NEDHILL
NEEDHIL

NEEDLE PEAK
NEEDMORE .

MEEL .....
MEELEY

MEEM .........
NEEM, Wat ...
NEEPER ...

MEESES
NEHALEM .

MEHALEM, Floodad .

NEHAR ..

NEHAENE.

MEICE ...
NEISSEN

NEKIA ..............

NEKIA, Stony ..
NEKKEN ....
NEKOMA ..
NELLSPRING .
NELSCOTT ..

MNELSE ...
NELSON
NEMADJI
NEMAH ..
NEMICO

NEMOTE ..

——
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NEMOURS ...
NENNO ...
NEOLA
NECQPIT
NEOTOM
NEOTSU .....

NESIUS ..
NESKOWIN
MNESO
NESS
MESSEL .
NESTLEY
METARTS .
METAWAKA
NETOMA .
METRAC ...
METTLETON.
MEUBERT ..
MEVARC.
NEVAT.
MEVENS .
MEVILLE.
MEVD _.
MEVTAH .
NEVU ...
MEWALBIN
MEWALLA ..
NEWAMNA .
MEWALKUM .
NEWAYGO.
NEWEBERN .
MEWCO ...
NEWCOMER.
MEWDALE ..
NEWDEAL ..
NEWFLAT ..
MEWFOLDE
NEWFORK ...
NEWFOUND .
NEWGLARUS .. -
NEWGLARUS, Severaly Eroded..
MEWHAN ..
NEWHAVEN ..
NEWHORN .
NEWHOUSE .
NEWKIRK....
MEWLANDS ..
NEWLANG .
MEWLIN .
MEWLOND
NEWMARC
MEWNAN
MEWRY .
NEWSHKAH .
MEWSROCK .
NEWSTEAD ..
MEWTMAN .
MEWTONIA
NEWULM ...
MEWWVIENNA
NEWWVILLE .
MEYGAT ...
MEZ PERCE ..
NEZ PERCE,
MNGARDMAL .
NGARDOK ...
NGERSUUL ..
MGERUNGOR .
NIARADA .........
MNIEBS ..
MNIBEN..
NIBLACK
MIBLEY
NIBSOMN ..
MICANOR
MNICELY ..

CODOODONDOPIIINOND DN PO NNDER0 ODOD0 0

o8

hummmrnhounuummunmmnu

w5

NUDODNDNODODNOONDDND DO DHmEo00m

360

NICELYTOWN ...
MNICHOLFLAT .
NICHOLIA ...
NICHOLSON ..
NICHOLVILLE
NICKEL .......
NICKERSON ..
NICKIN ........
NICKLUND ..
NICKOLNA .
NICODEMUS .
NICOLAS ...
NIDAROS .
NIDIX ...
NIDO ...
NIELSVILLE
MNIKAL ..
MIKFLUL .

NILRAP ..
NIMERICK
MIMKC
NIMAOD .
MIMS ...
NINCH ..
NINEPIPE .
MNINEVEH .
NINIGRET
MNINOT ...
NIDERARA .
MNIOTA
NIPE ...
NIPINTUCK .
MIPISSING ..
NIPPEND .
NIPSUM
MNIRAC ..
NIRE .....
MIRLING
NISENE
NISHNA ...
MNISHMNA, P
NISHOMN, Warm
MNISHON ..
NISQUALLY
NISULA ...
NITCHA

NIULI
MIVA
MIWAN
NIXON ......
MIXOMTON .
MNIZHONMI ..
MNOAH
MNOBLE .
NOBLETON ...
NOBOCO .
NOBSCOT
NOBUCK ...
MNOCKAMIXON
NOCKEN ...
NODHILL ..
NODIMNE
NODMAN ..
NODUR
NOELKE
NOHILI ...
NOKASIPPI .
NOKHU ...........
MNOLAVA .
NOLTEN
NOMARA ...
NOMBERVILLE .

Pmi

NONAME ...
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NOMAMELAKE ...
NOMAMEWASH
NONDALTON .
NONOPAHU
NONPAREIL
NOOBAB .
NOOK ...

MORAD .
NORAX.
NORBERT
MORBORNE
NORDEY ...
NORDHOUSE
MOREME .
MNORFOLK
MORGE ...
NORGO
MORIA .

NORMANMN

MORTHBEND ...
NORTHCASTLE
MORTHCOVE ...
MNORTHFIELD
NORTHFORK
MORTHMORE ..
NORTHMOUND
NORTHPOINT
NORTHRUP ...
NORTHVILLE.
MNORTHWAY _
NORTON ....
MOBWEST .

MOTI .....
MNOTHED .
MNOTSTEW .
MOTTAWA .
NOTUS ...
MOUCQUE .
MNOVACAN
NOVAK ...
MOVARK .
NOVARY .
MOVIMA ..
MNOWATA .
NOWEN ...
MOWOY
NOYES .
NOYD
MNOYESOMN .
NUAHS .
MNUBY
NUG ...

NUCKOLLS
MUCLA ..
NUECES..
MUFFEL ...
NUFFER ..
MUKA
MUKRUM.
NULEY.
MUMA .
MNUPART ..
NUPPER .

NUSIL .......
MUSMAG ..
NUTREEAH .
NUTTER ...
MUTVAL
NUTZAN
MUVALDE
NYAK ...
NYALA
NYE ...
NYMAN ..
NYMORE .
NYSERVA
NYSSATON _
NYSWONGER
NYTHAR ...
O'BRIEN
O'NEILL .

OAKLET ..
OAKLIMETER.
OAKTOMN ...
OAKWOOD ..
OAKY .
OANAPUKA |
DATUU ..
OBAN .
OBARO ..
OBIE .
OBISPO.
OBNOT
OBRAY .
OBRIEN....
OBSCURITY
OBURN .........
OCGCIDENTAL .
OCCUM .

OCGCUR .
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OGEMAW .
OGILVIE
OGLE ..
OGLES ..
OGLESBY
OGRAL ...
OGTHA ...
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OKEECHOBEE
OKEELALA ...
OKEELANTA
OKEETEE ..
OKEMAH
OKERLAND
OKIOTA ..
OKLARED

OKREEK.
OKRIST
OKTAHA .
OLALLIE.

OLDEMAR
OLDEPAN ..
OLDTRAIL
CLDWOL
OLEAN

CLELD.
OLEMAN
OLEMAN
OLENO .
OLENTAN
OLED .
OLEPHANT
OLEQUA.
OLETE __
OLETHA..
OLEX .
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OLIVENHA
OLIVIER .
OLLA ..
OLLEI ..
OLLIERIVAS .
OLMITO ..
OLMITZ ..
OLMOS ...
OLOAVA .
OLOKUI ..
OLOMOUNT ..
OLOMPALI .
OLPE
OLYIC
OLYMPUS ..
OMAHALING _
OMAK ...

ONASON, Nongravelly .
ONASON

OMATE ...
ONDAWA _.
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ONSLOW.
QONETAD
ONTKO.
ONTRAIL .
QOKALA
O0SEN.....
OPALOCK
OPIE ...
OPIHIKAD
QOPLIM ...
OPNIEH
QOPOLIS .
QPPIC, Stony

ORDNA ...
ORDNANCE
ORDWAY .

ORITA...
ORIZABA

ORPARK .

ORA ...

ORSET .

QORSINO

ORTEGA .
ORTELLCREEK.
ORTHENTS, Maatd

ORTOMVILLE
ORUPA .....

QOSBORNM .
OSCAR ...
OSCEOLA
Q5C0O ...
QSDITCH .
Q5G00D0D .
OSHAWA .
OS5HONE .
QSHOTO .
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OTHELLD, Very Wat

OTTMAR, Very Deep .

OURAY, Sandy Loam Surface
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PADDYKNOB, Stony
PADDYKNOB ..............
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PATRICIA ...
PATRICK ...
PATRICKSBU
PATROLE ..
PATTANI
PATTEE...
PATTENBURG
PATTERSON .
PATTIWAY .
PAULDING ..
PAULSON
PAUMALL
PAUPACK
PAUSANT
PAUWELA
PAVAIAL
PAVELEK .
PAVER __.
PAVER, Fan ...
PAWCATUCK

PAXVILLE
PAYMNE ...
PAYPOINT ..
PEACHSPRINGS ...
PEAHKE ...
PEARCE
PEARL ......
PEARL HARBOR ..
PEARLWISE ..
PEARNE .........
PEARSOMNCREEK ..
PEASLEY ...
PEASPEAR .
PEAVINE ..
PEAWICK .
PEBELEPOINT ..
PECATOMICA .
PECKHAM ...
PECKISH ..
PEDEE ...
PEDERNALES
PEDIGO.......
PEDLEFDRD .
PEDREGAL .
PEDRICK ...
PEDRICKTOWMN
PEDRO ..
PEEELES .
PEEDEE
PEEKO ..
PEEL .....
PEERLESS .
PEETZ ...
PEGLEG
PEJI ...
PEKAY ..
PELAHATCHIE ..
PELAM .
PELATO
PELELIU
PELICAN
PELION .
PELKIE ..
PELLEJAS
PELLICER
PELTON ...

PEMAGUL _..
PEMALOSA .
PEMASCO .
PEND OREILLE .
PEMDARVIS ..
PENDEN _..
PEMDER......
PENDERGRASS
PENDOLA
PEMELAS .
PENEY ..
PEMGILLY
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PADEN ... .G | PanmoD...
PADIGAN D | PANOLA .
PADINA .. B | PANOR.....
PADONIA C | PANORAMA
PADRAES .. B | PANTANO, Gravally .
PADRONES B | PANTANG ...
PADUCAH ... -B | PaNTEGD .
PADWET ... -B | PANTERA .
PADWOOD B | PANTEX ...
PAGARI ... B | PANTON.
PAGELAND C | PAOLA.
PAGESPRINGS D | PAPAA.
PAGINA c | PaPaC ..
PAHLOW . B | PAPAGUA .
PAHOKEE .. BD | PAPAI.......
PAHRANGE C | PAPALOTE
PAHROC ... D | PAPASPILA
PAHRUMP ~c | paPEEK ..
PAHSIMERD! .B | PaPINEAU ..
C | PAQUIN..
A | PARA .
B | PARADISE
~C | PARADISE SPRING.
PAILD ......... -B | PARADOX, Clayey ..
PAINESVILLE C | PARADOX, Wet _
PAINT «........... D | PARAGON ...
PAINTBRUSH C | PARAGOMAH ..
PAISAND .. D | PARAJE ...
PAJARA .. G | PARANAT, Draineq, Saline ..
PAJUELA B | PARASOL ..
PAKA ... B | PARGELAS ..
PAKINI B | PARCHIN ..
PALACID . B | PARDEE...
PALACIOS . -D | PARDEEVILLE ..
PALAFOX .. -C | PamaTO
PALANUSH c | PaRIDA
PALAPALAI B | PARISIAN..
PALATINE .. B | PARKALLEY
PALAL . B | PARKDALE ..
PALAZZO B | PARKFIELD .
PALERF .. C | PARKINSON
PALINOR. D | PARKS ...
PALISADE .. B | PARKVIEW
PALISADE, wet. C | PARKVILLE _
B | PaRKWOOD
C | PARLE ...
D | PARMELE .
A | PAROD ...
D | PARREGOD
C | PARRITA ...
B | PARSIPPAN
PALMERDALE . B | PARSNIP... .0
PALMETTO B/D | PARSONS. D
PALMICH .. B | PARTLOW. D
PALMONT .. A | PARTOV ... .D
PALD ....... .0 | PARTRIDGE B
PALDBIA B | PARVIS ... .B
PALODURD B | PASAGSHAK c
PALDMARIN . B | PASCACK, Moderaisly Wall
PALOMAS .. B | Dramned ..o B
PALOMING _. D | PASCACK, Smownat Poorly
PALOS VERDES . C | Drained .. c
PALDS VERDES, Dry D | PASCO ..
PALSGROVE B | PASHUA ..
PALUXY . B | Paso sEcO
B | PASQUETTI.
B | PASQUOTAN
C | PASSAIG...
B | PASTIK ...
D | PASTORPEAK.
B | PATAHA ..
A | PATBURN .
PANAMAKER, B | PATCHIN
PANAMINT . B | PATE ..
PANDO ... B | PATEL .
PANDOAH . C | PATELZICK
PANDORA . /D | PATEMOS ...
PANDURA . D | PATENT ...
PANE ... B | PATEROS .
PANHANDLE B | PATHFINDER ..
PANHILL B | PATILLAS..
PANIN .. B | PATILO...
PANIOG c | PaTOS ..
PANKY ... B | PATOUTVILLE.
PANKY, Clayey. -G | paTOUZA ..
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PETERMAN, Sandy Substratum,

PETESCREEK, Stony
PETESCREEK, Gravelly

PETTUS ..
PETTY __
PETTYJON .
PEVELY _.
PEVETO ...
PHALANY
PHANTOM
PHAROAH
PHEBA ...
PHELAN ...
PHERSON
PHIFERSO!
PHILBOMN ..
PHILIPPA ...
PHILIPSBURG
PHILLCHER
PHILLIPS ..
PHILLIPSB .
PHILOMATH ...
PHILOMONT
PHING ..
PHLISS ..
PHLYMNSPA .
PHOEBE ..
PHOENIX .
PHYS ........
PIANKESHAW
PILAMCHILL .
PIAR ......
PIASA
PICACHD
PICANTE ..
PICARD _..
PICEANCE
PICKAWAY .
PICKENS ..
PICKETPIN .
PICKNEY .....
PICKTON .
PICKWICK
PICOSA ..
PICTURE ..
PIDCOKE .
PIDINEEN
PIE CREEK .
PIEDAWN.
PIEDMONT .
PIEGON.......
PIERCEPARK .
PIERIVER....
PIERKING ...
PIERPONT ..
PIERRE ...
PIERRON .
PIERSONTE
PIERZ .......
PIETOWN.
PIEZON .
PIGECQNROOST
PIGTAIL ..
PIKADEN ..
PIKE ...
PIKEVILLE
PILABD
PILCHUCK
PILEUP __.
PILGRIME
PILLERY ...
PILLIKEN ..
PILLOT .
PILONI ...
PILOT PEAK
PILOT ROCK ..
PILOTWELL
PILTZ.
PIMNAL
PINBIT ...
PINCHER .
PINCHOT .
PIMNE FLAT
PINEAL ..
PINEDA .
PINEGAP .
PINEGUEST
PINEHILL ...
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PINEISLAND .
PINELLAS __

PINERUN ...
PINESPRING
PINETOP ...
PINETUCKY
PINETUCKY ,Graded ..
PINEVILLAGE ..
PIMEYNECK .
PINEYWOODS
PINEZ .........
FPINGREE
PINHOOK
PINICON

PINKEL ...
PINKHAM
PINNEBOG
PINNOBIE ..
PINMNTANE _
FPINOMES
PINOTY
FINRIDGE
PINSPRING ..
PINTAS ..
PINTO ...
PINWHEEL
PIOCHE
FIOMEER
FIPEFLAT __
PIPELINE
PIPPIN

FIPPOD
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PIRD ...

FIRKEY .
PIRODEL .......
PISCASAW
FISCOE ..
PISGAH ..
PISMO .
PISTOL ...

PIUMPSHA
PIVOT .....
PIXLEY

PLAIME ...
PLAINTANEK __

PLAINVIEW
PLANK ...
PLANKINTON
PLANTATION
PLASKETT .

PLEMONS __
PLEV ...
PLEVMNA .
PLINCO ..
PLOVER.
PLUCK ...
PLUMBROOK
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PLUMCREEK ..
PLUMFIELD

POCALLA ...
POCASSET .
POCATELLOD
POGCATY ...

PODMOR .
PODUNK ..
PODUS .
POE
POGAL .
POHAKUPU ...
POHOCCO ..
POINSETT
POINT .......
POINT ISABEL
POIMTLA ...
POISONHOL
POJO ...
POKEGEMA

POLANDER
POLAR ........
POLAWANA
POLECAT ...
POLETA ...
POLETAD.
POLICH ...
POLKING .
POLLARD, High Ralniall
POLLARD ...
POLLASKY .
POLLUX ......
POLO, Moderate Perm ..

POLO, Moderately Slow Prarm
POLSOMN ...
POLUM .....

POMEREMING
POMME
POMO
POMONA
POMPOMIO
PONCA .

PONDEROSA .
PONE ...
POMINA
PONTOTOG
PONYCREEK ..
PONZER...
POOBAA, ..
POOCHAM ..
POOKALOD
POOKU ........
POOLEVILLE ..
POORCAL .
POORHOUSE .
POORMA.....

POORMAMN ..
POORMAN ..
POOSE .....
POPASH ..
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POPHERS ..
POPLE ...
POPSON .
POOQUITA ...
PORONTO
PORRETT
PORRONE .
PORTAGEVILLE ..
PORTAL .....
PORTALES
PORTALTO
PORTDICK .
PORTER.....
PORTERFIELD .
PORTERSPRINGS..
PORTGRAHAM
PORTHILL ..
PORTIA ...
PORTILLO..
PORTING
PORTLAND
PORTMOUNT
PORTSMOUTH.
PORTVILLE ..
PORUM
POSEY ...
POSEYVILLE .
POSKIN ...
POSO ...
POSOS ...
POSSUMTROT.
POST ...

PDTATDLAKE

POTAWATOMI..
POTCHUB _.
POTEET ..
POTELL
POTH.......
POTLATCH
POTOESI ...

POTRILLO..
POTERMOUND
POTTER......
POTTERSVI
POTTINGER ..
POTTSBURG .
POUDRE ...
POUIADE
POULSBO
POUMNCEY
POVERTY ..
POVERTYFLAT
POVIAT ..
POWDERHORN
POWDERWASH ...
POWEEN _..

POWWAHKEE
POWWATHKA
POYGAN .
POZEGA.....
POZO BLANCO
PRADE ...
PRAIRIE .
PRAIRIECREEK ...
PRAIRIEVILLE ..
PRAMISS ...
PRATHER
PRATLEY
PRATT .....
PREAKNEES .
PREATORSOMN .
PREGOD....
PRELO .
PREMIER
PREMTISS .

PRESA .........
PRESHER
PRESMAL.
PRESTO ..
PREUSS . -
PREUSSRANGE .
PRICE ...
PRICECREEK.
PRICETOWN
PRIDHAM .....
PRIESTLAKE ..
PRILL .
PRIM......
PRIMEAUX ..
PRIMGHAR ..
PRIMCETON
PRIMEVILLE
PRINSBURG ...
PRISOMNEAR ...
PRISSEL ...
PRITCHARD
PROBERT ...
PROMONTORY ..
PROMG ...

PROTIVIN ...
PROUT .........
PROVIDEMCE
PROVIG.
PROW ...
PRUCREE
PRUDY ..
PRUE .....
PRUITTON
PRUNIE.
PRYOR _.
PSAMMAQUENTS
PSAMMENTS .
PSUGA ...
PSUYAAH
PTARMIGAN
PUAPUA
PUALILL
PUCKUM ..
PUEBLO ..........
PUELZMINE . -D
PUERCO ..

PUGSLEY
PUHI ......
PUHIMAU.
PUICE ...

PULASKI .
PLULCAN
PULEXAS .
PULLMAN __.
PULLUP
PULPIT ..
PULSIPHER .
FULTMEY ..
PUMEL, Nonurawall]r
PUMEL .

PUMPHOUSE .
PUMPHOUSE, Clayay Subsall.
PUMPKIN .
PUNA ..
PUNALUU
PUNG ...
PLUNOHLU

PUNTILLA .

PURCELLVILLE ..
PURCHASE .
PURCHES
PURDIN.
PURETT ..
F'UF!GATOH
PURGATORY, ‘Cool Dry .
PURMELL.
PURMER _....
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PURDB .......
PURSLEY ...
PUSHMATAHA .
PUSTOI .............
PUTCO ...

PUTHAM .
PUTHEY ..
PUTT ...
PULLAI ..
PUL MOIWI

PYRENEES ..
PYRMONT, Bedrock Subsiratum .
PYAMONT .
PYSHT.
QENI ...
QUADRIA
QUAFENGD ..
QUAGLE ...
QUAILPRAIRIE.
CQUAILRIDGE ...
QUAKERTOWN
CQUAKING ......
QUALLA, Dry
CUALLA .

CILAM ..
CQUANAH
QUANTICO
CQUARDERER
QUARLES .....
CQUARTELES
QUARTERBACK .
QUARTERMASTER ...
QUARTZVILLE .
CUATAMA .
QUAY -.......
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DUENGHEHDD
QUENZER .
QUERG ...
QUETICO
QUEZCAM .....
auiBURI ...
QUICKSELL
QUICKSILVER ..
QUIDEM .........
QUIENSABE .
QUIERD .....
QUIETUS
QUIGG.
QUIHI ..
QUILCENE .
QUILLAMODOK ..
QUILLAYUTE
QUILLIAN ...
QUIMA ..
QUIMERA......
QUINAULT .
QUINBINE ..
QUINCREEK .
QUINCY ......

QUIMLIVEN

hmochhommoouooomuoﬁbcocmomuobg

QUINTO ...
QUIRK .._.
QUITERIA ..

QUITMAN .

OWOU:OE

QUITTER..
QUIVER ...
QUIVERA .
QUOMUS ..
QUOMNAL
QUOPANT
QUOSATANA
HABBS ..
RACE.
HACING .

RADLEY ..
RADMOR ..
HAFTRIVER
RAFTVILLE ..
HAGAMUFFINM ...
RAGGULCH
RAGMAR ..
RAGPIE .
HAHAL
HAHM
HAHWORTH
RAIL......
RAILCITY .
RAILROAD ..
HAINEOLT
RAINEY ...
RAIMIER ...
RAIND _.
HAINE ...
RAINE, Flooded.
RAINSBOROD...
RAINSVILLE
RAINTUF ..
RAISIO ..

RALPHSTON ..
HALSEN ...

RAMMEL ..
RAMONA ..
RAMOTH ..
RAMPART
AAMSDELL .
RANA ...
AAMACK
RANCE .......
AANCHOSECD .
RANCO ........
ARANDADOD
HAMDALL ...
RANDCORE ..
HANDMAN ..
RANDOLPH

RANKOR ..
RAMRUFF
HAMSECT
RANSLO ...
RANSOM ..
RANSTEIN
RANTOUL _..
RAPADO ...
RAPATEE.
RAPELJE .
RAPH .
HAPHO .
RAPIDAN .
HAPPAHANMNOCK
RAPSON .
HAQUETTE.
RARICK _.
HARITAN ..
RAASSER ..

TOONNOEEEDO Do 000D D0 00000000 0D0Nn0 00Nl e00nn00iD0000r 0000000 nrn U0l 0nnn0m

C—’



RASSET ...
RASTER

RASTUS ...
RATIOPEAK

RATLIFF ...
RATROOT
RATSMEST .
RATSOW .....
RATTLER .

RATTO .
RAUB.
RAUS ...
RAUSTER
RAUZI ....... .
RAVALLI, Bedrock Substratum ....B
RAVALLI .

RAVEENWASH ..
RAVEN .......

RAVEMELL . .
RAVEMNA, ... .G
RAVENSROOST .. .
RAVIA

RAWAH -C
RAWLES .B
RAWSON .-B
RAYBURN D
RAYCREEK .
RAYFORD .
RAYLAKE D
RAYNAL ... .G
BRAYMNOLDSON ..

RAYOHILL ...

BED HILL ...
RED HDOK .
RED S5PUR ..
BEDARROW ..
REDBELL .
REDBIRD _
REDBOW .
REDBUD ...
REDCAMERON .
BREDCANYON
REDCAP.....
REDCHIEF ..
REDCLOUD

REDCREEK
REDDALE
REDDIES .
REDFIELD ...
REDFIELD, Wet.
REDFIST .....
REDFLAME .
REDFLAT _
BREDHOOHK ..
REDIG ......
REDLAKE _
REDLEVEL .
REDLOCK ...
REDLODGE
BREDMANSON
REDMORE ..
REDMOUNT
BEDMIK ..........
REDNIK, Nonstony ..
REDMUN ...

REDO ........
REDPEAK .
HEDPEM....
REDPORT .
REDRIDGE ..
AEDRIM ...
REDROB ...
AEDSLIDE
HEDEPEAR .

REDEPRINGS,
REDSTOE .

HEDWATER .
REED.....
REEDER
REEDPOINT ..
HEEDEBURG .
REEDSCREEK
REEDELAKE ...
HEEDWEST .
REEDY ......
REEFRIDGE
HEELFOOT ..
REEPO ..
REESE ..
REESER
REESVILLE ..

REGRACIC
HEHEURG
REHFIELD.

REINECKE
REIMER .
HEINHAR
REIS ...
REK ...
HEKIMA,
RELAN...
RELEEP
RELFE
HELIZ .
RELYEA
HREMBERT .
HEMEDIOS ..
REMLAP ...
REMMEL
REMMIT

REN .......
RAENCALSON
REND ........
RENDOVY .
REMEGADE .
HEMFROW
RENHA ..
HEMICK _
HEMMER
RENMNIE .
HEMOX ..
HEMEHIGH ..
RENSSELAER
HEMNTHIM
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RENTZEL ...
RENVERS
REMWASH .
RENWICK ..
REPARADA
REPKIE ..
REPMIS
REPP ...
REPPART ..
RESOOT
RESOTA
RESTOM.
RET, High Elevatlon
RET

RETAW
RETEP....
RETSOVER
RETTIB.......
RETTIB LOA
REUTER..
REVA ...
REVEL .
REVERE.

RIB ...
RIBERA ..
RIBHILL
RIBRIVER ..
RICCO ...
RICEBORO
RICELAKE .
RICES ...
RICETON, Sandy Substratum
RICETON ..

RICEVILLE .
RICH .......
RICH, Wet ..
RICHARDVILLE
RICHFIELD ...
RICHFORD
RICHEUM ...
RICHVIEW .
RICHWOOD ..
RICKETTS, NOnstony
RICKETTS ..
RICKMAN .
RICKMORE
RICKREALL
RICKS .
RICOT ...
RIDENBALUGH .
RIDGE ...........
RIDGELAMND ..
RIDGELAWN, W
RIDGELITE ..
RIDGEVIEW .
RIDGEWCOD
RIDIT ......
RIDLEY .
RIEDEL
RIEDTOWN
RIESEL
RIFT..
RIGA .
RIGDON _
RIGGSVILL
RIGOLETTE
RILEY ..
RILLA...
RILLOSO
RIMINI ..
RIMROCK ..
RIMTON .
RIN_ ...
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RIMCON ...........
RINCONFLAT
RINDGE, Dralnad .
RIMEARSON ..
RINEY ..
RINGLE

RIO DIABLOD
RIO FRIO ...
RID GRANDE
RIO KING ...
RIO LAJAS ..
RIO PIEDRAS
RIDBLANCHO
RIOLINDA, ...
RIOLOMAS .
RIONUTRIA

RIPLEY .
RIPOM ..
RIPPLE.
RISBECK .
RISLEY .

RITIDIAM .
RITMNER
RITO ...
RITTEL
RITTER....
RITZ ........
RITZCAL .
RIVALIER
RIVERBY .
RIVERDALE
RIVERLOST
RIVERDAD .
RIVERSIDE .
RIVERTON ..
RIVERVIEW
RIVERWASH . 1
RIVIERA, Limostone Substratum B/
D

RIVIERA _
RIXOM

RIZ ...

RIZND __
ROACHA .
ROADMASTER .
ROANE .
ROANHIDE .
ROARING
ROATCAP
ROBAGO .
ROBANA, .
ROBES ...
ROBBESCREEK .

ROBIMETTE ...
ROBIMLEE ...
ROBOLATA .
ROCHELLE .
ROCHEPORT
ROCHER ...
ROCHPAH ..
ROCK OUTCROP.
ROCKABIN .
ROCKBLUFF .
ROCKCASTLE
ROCKCUT...
ROCKDALE
ROCKDAM
ROCKERS...
ROCKFIELD
ROCKFORD ..

C—’



ROCKHILL ........
ROCKHOUSE
ROCKLIN ...
ROCKMILL .

L]

ROCKY FORD ..
ROCKYBAR
ROCKYBROOK

RODROF .
RHOELLEN
ROEMER.
RAOGAN ...
ROGERSON
RAOGGER....
ROGRUBE .
HOHAN ...
ROHNERVILL
RAOHONDA .
AROHRBECK ..
HOHRERSVILLE .
0.
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ROLLINGSTOMNE .
HOLLINS .

ROLOD ..

HOMAN ...
ROMANOSE _
HOMBERG.

RAOMOMNA .
ROMOUND
AOMSTOCK
RONAN
RHOMD ..

RAOSEBERRY, Sandy Substratum
ROSEBERRY, Dralned .
ROSEBRIAR .
ROSEBURG
ROSEDALE
ROSEDHU .
RAOSEGLEN
RAOSEHAVEMN
ROSEHILL..
RAOSELAND
ROSELLA ...

ROSE VALLEY ..o -
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ROSELLE...........
ROSENBROCK..
ROSENDALE ..
ROSENWALL ..
ROSESPRING
ROSEWOOD......
ROSHE SPRINGS .
ROSHOLT ...
ROSIME ...
ROSLYN
ROSMAN ..
ROSS ...
ROSSEMOOR
ROSSMOYN
ROSSPEAK .
ROSSVILLE .
ROSWELL
ROSY ...
ROTAME
ROTAN .....
ROTHICAM ..
ROTHSAY
ROTIMOM
ROTTULEE _.
ROTURA ..
ROUEN......
AROUGHCREEK .
ROUND BUTTE .
ROUNDABOUT ..
ROUMDBARMN .
ROUMDHEAD .
ROUNDOR
ROUNDUP
ROWVAL .....
ROWDEN .
ROWDY .
ROWE ...
ROWEL .
ROWENA .
ROWLAND
ROWLEY ..
ROXAL ..
ROXANA
ROXER ..
ROXTON ..
ROYCE ...
ROYERTOM .
ROYSTOMNE .

ROZELLVILLE
ROZLEE ..........
RUBBLE LAND
RUBICITY .
RUBIO ...
AUBSON
RUBY ...
RUBYCREEK ..
RUBYLAKE, Strongly Saline _
RUBYLAKE ...........
RUCHEZ ...
AUCKER ..
RUDDLEY
RUDEEN
RUDO .
RUDYARD
RUEDLOFF _.
AUELLA ...
RAUESH ..
AUGAR ..
RAUGLES ...

RUINS, Thick Surface .
RUINS .

AUMA ...

RUMLEY ...
RAUMNEY _.
RUMPAH ..
AUMPELTEASER ..
AUMPLE. ...
RAUMSEY ..
RUMUMNG .
RUNCLINT
RUNE ...........
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RUNGE.......
RUNLETT
RUPLE....
RUPLEY .

RUSHCREEK
RUSHFORD ..
RUSHLAKE ...
RUSHMORE .
RUSHRIVER .
RUSHTOWN .
RUSHVILLE ..
RUSKTOWN .
RUSOD ...
RUSSLER ..
RUSTIGATE ..
RUSTLERPEAK
RUSTY .............
RUSTYBUTTE .
RUTERSVILLE
RUTHERFORD
RUTLAND ...
RYALLEN
BYAN ...

RYARK

BRYCO ...
RYDOLPH ..
RYEGATE ..
RYELL .

RYKER ..
RYORP
RYUS ...
SAMAR ..
SABAMNA
SABAMA SECA
SABENYOD ..
SABIES ..
SABINA
SABIMNE ..

SACO ...
SACTUS .
SACVILLE ..

SADDLEBUNCH ..

SADDLEBUTTE
SADDLEPEAK

SAGECRHEEK ...
SAGEDALE .

SAHKAHTAY
SAHUARITA .

SALAMATOF
SALANDER
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SALERNO
SALGA ..
SALIMAS .
SALINE=S0DIC ...
SALISBURY, HIgn
SALIX ...
SALKUM
SALLYANN
SALMOMN ...
SALOMIE, Modarately wel .
SALT CHUCK
SALT FLAT .
SALTCREEK
SALTERY .
SALTILLO.
SALTINE .
SALTON
SALUDA
SALVISA
SALZER,
SAMARIA .
SAMBA ...
SAMBRITO .
SAMINIEGO
SAMOIST .
SAMOR
SAMSIL ...
SAN ANDREAS .
SAM ANTOMN .
SAN ANTONIO
SAM BENITO ...
SAN GERAMAMN
SAM ISABEL, Stony .
SAN ISABEL,Cobbly
SAN MIGUE
SAMN RAFAEL
SAM SEBASTIAMN .
SAN SIMEON __.
SAM YEIDRO .
SANBEE, Thin
SAMBEE ......
SANBORG
SAMBORN ...
SANBURN
SAMNCAJD ...
SANDBERG ..
SAMDERAMNCH
SANDBUR ...
SAMDCREEK .
SANDERSON

SANDOVER
SAMDOW ...
SANDRIDGE, Alkall _
SANDSPRING ..
SANDUN ..
SAMDUSKY ...
SANDVIEW _._
SAMDWASH
SANDWICK __
SANDY POINT
SANFECO ..
SANFELIPE
SANGO
SAMHED
SAMHUD ..
SAMILAC .
SAMNJE .
SANKEY
SAMNKLUNA
SAMLOREN ...
SAMOSTEE ...
SAMPITCH ..
SANSARC
SANTA ........
SANTA CLARA
SANTA ISABEL .
SANTA LUGIA
SANTA MARTA .
SAMNTAMNELA, alkall .
SANTAQUIN ...
SANTAROSA. Flooded
SANTEE ..o
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SANTEETLAH.. -
SANTIAGO, Moderate F'erm

SANTIAM .G
SANTO . .-B
SANTOMNI -D
SANTOP .-B
SANTUC L
SANWELL .-B
SANYON -D
SAPEHA .-B

SAPINERO, Coal ..
SAPKIN ...

SAPPHO .-B
SARA ... D
SARAGOSA -B
SARAGOTE -G
SARAHSVILLE . D
SARAZAN .-B
SARBO .-B

SARDIS . o
SAAGEANT ..D
SARILDA . o
SARITA WA
SARKAR . D
SARNOSA -B
SARTELL -
SARUCHE ... D
SASALAGUAN -G
SASPAMCO -B
SASSER -B
SATAGD D
SATANKA -G
SATATTO D
SATELLITE -G
SATILLA .. D
SATIN .. -C
SATSOP .-B
SATSUMA -G
SATURDAY .-B
SATURN -B
SALUCEL D
SAUCIER .C
SAUCITO D
SAUCON . -B
SAUGATUCK. -C
SAUGUS . .-B
SAUK ... .-B
SALM .
SAURIN ..

SAUTER ..

SAUVIE, Protected ..
SAUVIE, Moderately Wet .
SAUVIE ...
SAUVOLA
SAUXHEAD, Very Stony
SAUZ ...
SAVAGETO
SAVANNAH
SAVAR
SAVENAC
SAVD ...

S.AWATCH Griwelly
SAWBUCK, Shale SLI::stratum C
SAWCREEK
SAWDUST ..
SAWLIT ...
SAWPEAK
SAWTELL ...

SAWTELPEAK

SAYMER...........
SCALEROCK
SCALLEY ..
SCALPCRE
SCAMMAN __
SCANDARD .
SCAPONIA

SCAREDMAN _
SCARFACE ..
SCARPER .
SCARUL ...
SCATLAKE ..
SCATTERSVILLE ..
SCHAFER __
SCHAFFER ..
SCHALLER
SCHALOW
SCHATTEL
SCHEINER ...
SCHERRARD ..
SCHIEFFLIN
SCHILLER.
SCHISLER
SCHLOMER .
SCHMNEBLY .
SCHNOOR BDN Dralned
SCHNORBUS
SCHODSON.
SCHOER ..
SCHOLTEN ..
SCHOODIC
SCHOOLCRAFT .
SCHOOLER ...
SCHOOLEY ...
SCHOOLHOUSE
SCHOONER.....
SCHRIEVER
SCHROCK ...
SCHULENBURG
SCHULINE ..
SCHUTZ ..
SCHWACHEIM
SCHWALEE .
SCIOTA .
SCIOTOVILL
SCIPIO

e

SCITICO
SCLOME
SCOAP .
SCOBA

SCOTMONT ..
SCOTT LAKE
SCOTTCAS ..
SCOTTSBUR
SCOTTSVILLE.
SCRANTON _
SCRIVER ..
SCROGGIN ..
SCUFFE ...
SCUPPERN
SEABOARD ...
SEABROOK .
SEAFIELD .
SEAFORTH ..
SEAGATE .
SEAGOVILLE
SEAGRAVES
SEALY ...
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SEARCHLIGHT
SEARCY
SEARING ..
SEARVAR .
SEASIDE ...

SEATTLE G/D
SEAVERSOM —
SEAWILLOW ..
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SEBAGO ...
SEBASTIAN ...

SEDGEFIELD -

SEDGWICK -

SEDONA ... -

SEDROWOOLLEY .. -

SEEBURG ......... -

SEEDSKADEE .. -
EEG ...

SEES ... -
SEEWEE . -
SEFERINGD . -
SEGNO .. -
SEGUIN... -

SELBIT . -
SELDEN .. -
SELDOVIA . -
SELFRIDGE -

BEMIAHMDD
SEMINOLE .
SEMPER ..

SEN .. -
SENACHWINE
SENGTOWN ..
SENLAR ...
SENTIMNEL ..
SEQUATCHIE
SEQUIM ___.
SEQUITE.
SEQUOIA

SERPEMN.....

SERPENTAND .
SERPOD .
SERRANO ..
SESAME..

SESSUM .
SETILL ...
SETHUM .
SETTERS
SETTERS ...

SETTLEMEYER
SEVAL ..
SEVAR
SEVEMNOAKS .
SEVERN ..
SEWANEE .
SEWELL .
SEYMOUR .
SETMA
SHAAK .
SHACK ...
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SHADELEAF ...
SHADEVILLE ..
SHADILTO ..

SHADOVAL ..
SHADY ...
SHADYGROVE
SHADYPASS
SHAFFTOM ..

SHAFTER ..

SHAKAMAK .

SHAKAM ...
SHAKESPEARE .
SHAKOPEE .
SHALAKE ..
SHALBA ...
SHALCLEA
SHALOMA .
SHALPER..
SHAM ...
SHAMEL
SHAMIZO ..
SHAMOCK
SHANDEP .
SHAMNE ..
SHANGHAI ..
SHANGLAND .
SHANKBA ...

SHAMNKLER ..
SHANKS ...
SHAMNLEY ..
SHANNONDALE.
SHANTOWN ...

SHANTY ...
SHAR ...

SHARATIN
SHARESNOU
SHARLAND ..
SHAROMN ...
SHARPS _.
SHARPSHOOTER.
SHARPTOWN .
SHARROTT ..
SHARVANA .
SHASER ...
SHASKIT
SHASTA ...
SHASTACOST,
SHASTINA ...

SHATTA ...
SHATTUCK ..
SHAVASH .

SHAWAVE ...

SHAWMOUNT
SHAWTOWN
SHAYLA .
SHEBANG .
SHEBEON.
SHEDD .........
SHEDDENBROOK
SHEEK ..
SHEEPC
SHEEPSKIN .
SHEFFLEIN .
SHELBYVILLE
SHELD ..........
SHELLBLUFF .
SHELLCREEK
SHELLDRAKE
SHELLROCHK ..
SHELLWOOD .
SHELTER.....

SHELTON .
SHEMA ...
SHENANDOAH
SHEMANGO .
SHENOMN .
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SHERRY, Stony .

SHINGLETOWN
SHINGLETOWN ...

SHIRLEYBASIN .

SHORT CREEK .
SHORTEREAD ..

SHREWSBURY .

SHULLSBURG ...
SHUMBEGAY ..
SHUMLA .
SHURLEY .
SHUSHUSKIN..
=]

SIBANNAC
SIBELIA .
SIBLEY ......
SIBLEYVILLE ...

DmmOO0E0mO

SICKLES ..
SICKLESTEETS .
SIEBERELL
SIEBERT ...
SIECHE ..
SIEGEL ..
SIERARA ..

SIGBIRD....
SIKESTOM
SILAWA .
SILCAT _.
SILCOX ..
SILENT
SILER .....
SILERTON ...
SILESCA _.
SILETZ
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SILSBEE
SILSTID ..
SILVA ...
SILVER CREEK ..
SILVERBELL ...
SILVERCITY
SILVERDALE
SILVERHILL.
SILVERHORM ..
SILVERKING
SILVERLAKE
SILVERN ......
SILVERETRIKE ..
SILVERTON .
SIMANNI _..
SIMCOE .
SIMEDN ...
SIMESCREE
SIMITARC .
SIMMONT ...
SIMOMNA .
SIMONIN _..
SIMPARK
SIMPATICO .
SIMPER ...
SIMSFIELD
SINAMOX ..
SINBAD ..
SINCLAIR ..
SINDION ..
SINGERTOM
SINGH ..........
SINGLETON
SINGLETREE ..
SINKER ...
SINONA .
SINTON ..
SINUE.

SIOM ...

SIOUXCREE
SIOUXON ..
SIPAPU ...
SIPHOMNCAMN
SIPHOMLAKE ..
SIPPLE ......
SIPEEY ..
SIRDRAK ..
SIREN.
SIRREF ..
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SIRRETTA..
SISKIYOU ..
SISLEY ...
SISEABAGA
SISSETON .
SITAR ..
SITKA ..
SIWASH
SIWELL ..

SIXMILE, Stony
SKAGEN ..
SKAGIT ..
SKAGWAY .
SHAMANIA .
SKAMO ...
SKEEL.

SKEIM ..

SKELIDA .
SKELLOCK
SKELTER ...
SKELTON ...
SKETERVIL
SKIBO.........
SKIDMORE
SKILAK ...
SKIME .

SKINMER
SKINWOOD
SKIPANOM .
SKIPEAK .
SKIPOPA.
SKIYOou ..
SKOKOMISH
SKOLY ..
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SKOODKER ..
SKOOKUM .

SKRANEKA ...
SKULL CREEK .
SKULLGULCH ..
SKULLWAK ...
SKUNKFARM
SKYBERG ..
SKYHAVEN
SKYHAWK
SKYLIGHT
SKYLINE .
SKYMOR .
SKYROCK
SKYTOP .
SKYUKA ..
SKEYVIEW ...
SLAB
SLABTOWN
SLACREEK
SLACWATER
SLAPJACK.
SLATEGOAT.
SLATERY ...
SLATTER ..
SLAUGHTER
SLAUGHTERVILLE .
SLAWHA ...
SLAYTON
SLEEPER
SLEETH ...
SLICKEAR .
SLICKLOG .
SLICKPOD .
SLICKSPOT.
SLIDE .........
SLIDECAMP .
SLIDECREEK
SLIDELL .....
SLIDYMTN .

SLIMLAKE ..
SLINGER.
SLOCAVE
SLOCUM ...
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SLOCUM, Molst .
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SND’WDANCE: Moderataly Wet...
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SOLITUDE ..
SOLLEKS
SOLLER ..
SOLMESS
SOLO.......
SOLSBERR
SOLVAY ..
SOMA .
SOMBORDORO
SOMBRERO ........
SONAHNPIL ..
SONNETT ...
SOMOCAN -
SOMOMA, Stratifled Substraium ..
SOMORA ...

SOO0OLAKE
SOONAHBE
SOOMNAKER
SO0ONER ...

SOQUEL

SOREMSEN
S0RF ...
SORTER
SORUM

SOUTHFORK.
SOUTHGATE .
SOUTHHAVEN ..
SOUTHMOUNT .
SOUTHPACG ..
SOUTHPLAINSG ..
SOUTHRIDGE ...
SOUTHWELLS ..
SOUTHWEST

SPANGLER .
SPANPEAK .
SPANTARA .
SPARGUS
SPARKS ..
SPARTA
SPASSKI ..
SPEAKER,
SPEAKER
SPEAR ...
SPEARHEAD .
SPEARMAM _._
SPEARVILLE .
SPECTACLE ..
SPECTER
SPEED ...
SPEEDWELL .
SPEELYAI
SPEER .
SPEIGLE
SPELLACY ..
SPELVIN _.
SPERRY ..
SPESSARD .
SPEXARTH ...
SPICERTON ...
SPICEWOOD .
SPICKERT ...
SPIDERCREEK .

SPIKE .......
SPILLCO
SPILLER
SPILDCK
SPILYAY ..

SPLIT.....
SPLITEUTTE
SPLITROCK .
SPLITTOP
SPLOTTER ..
SPOKEL _..
SPONIKER
SPONIKER, Warm.
SPONSOR
SPOOL ..
SPOOMNER
SPOONERHILL
SPORLEY
SPOT ...
SPOTSYLVANIA
SPOTTEDHORSE .
SPOTVILLE ............
SPRABAT
SPRAUER
SPRAY .

=
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SPRINGCREEK .
SPRINGERTOMN .
SPRINGFIELD
SPRINGGULCH.
SPRINGHILL ......
SPRINGHOLLOW .
SPRINGLAKE ........
SPRINGSTEEN
SPRINGWARM ..
SPRINGWATER
SPRINGWOOD
SPRINKLER .
SPRIPAR ..
SPROUL ...
SPRUCEDA

@
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SPURLOCK .
SOQUALICUM
SOUALLY ...

SQUAMSCOTT
SOUAWGCAVE.
SOUAWCREEK .
SOUAWTIP ..
SOUAWWVAL .
SQUIRES .
SREDNIC .
ST. ANDREWS
ST. ANTHONY ...
5T. AUGUSTINE
ST. ELMO.
ST. HELEN
ST. IGMACE.

ST.MARYS
STABBART ..
STABLER .
STACHER
STACKER ....
STACKYARDS
STACY ...
STAFFORD ..
STAHL ..........
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STAINKY
STAKE ...
STALEY ..
STALLARD
STALLINGS ..
STAMFORD ..
STANDISH
STAMNDISH
STAMNDUP .
STAMEY .
STANFLOW ..
STANHOPE ..
STAMISLAUS
STAMISLAUS, Wel.
STANROD ...
STAPALOOP
STARGULCH ..
STARHOPE, Low
STARHOPE ..
STARICHKOF
STARKE ...
STARKEY ..
STARLAKE .
STARLITE .

STATIOM ..
STATLER ..
STATZ ...
STAVELY ..
STAYTON .
STEADMAN .
STEAMBOAT
STEAMBURG ..
STEARNS .
STECOAH .
STECUM ...
STEED...........
STEEDMAN ..
STEEKEE ..
STEELE ..
STEESE .
STEEVER..

STEINHATCHEE
STEINSBURG..
STEIWER ..

STELLA ..
STEMLEY ..
STENGEL ..
STEPHEN .
STERLING ....
STERLINGTOM
STERRETT ..
STETSON .
STETTER ..
STEUBEN .

STICES .
STIDHAM ..
STIEN .....
STIGLER
STILES ...
STILGAR
STILLWELL
STILSKIN ..
STILSON ...
STIMSOM _.
STINE .....
STINESWVIL
STINGAL .......
STINGER _.__._
STINKCREEK
STIPE .....
STIRUM ..
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STIVERSVILLE .
STOCKDRIVE
STOCKEL ......
STOCKHOLM
STOCKLAND
STOCKPEN ..
STOHLMAN
STOKES .
STORLY
STOMEBERGER .
STONEBURG ...
STOMEHEAD
STONEHILL
STOMELAKE .
STONER.....
STOMEVILLE
STONEWALL
STOMEWELL
STONO..........
STONYBROOK .
STOOKMOOR ..
STOPATOE _..
STORMKING
STORNETTA
STOTT ...
STOUGH .
STOVALL
STOVEPIFE
STOVHO .
STOWELL
STOY ...
STRABER ..
STRADDLEBUG ..
STRAHLE ...
STRAIGHT .
STRANDLINE ..
STRANDQUIST
STRAWBCREK
STRAYHOSS
STREATOR
STRELL ..
STHELMA ...
STREULING ..
STRICKER ...
STRICKLAND
STRINGLEY ..
STRINGTOWN..
STRINGTOWN, Graded
STROLE
STROM ...
STROMAL ..
STRONGHOLD .
STRONGHURST .
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STROZI ...
STRUGGL
STRYKER
5TU....

STUDEBA -
STUKEL, Cobbly ..
STUKEL, Sanay
STUKEL ..
STULTZ ..
STUMOUNT
STUMPP _
STUNTZ ..
STURGEON
STURGES ..
STURGILL ..
STURKIE ....
STUTTGART.
STUTZMAM ...
STUTZMAN, Wel .
STYERS __
STYLITE ..
5TYX ...
SUAK ... .
SUBLETTE, Elevailon 7000-8000
SUBLETTE....
SUBLIGHNA ....
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SUBRAN..... C |SUTPHEN ... TAFOYA ... .G | TASCOSA ... ..B
SUBWELL B |SUTRO .. C | TASSELCREEK A
SUCARMNOOC D |SUTTLE. B | TASSELMAN . D
SUCCOR ..... D |SUVER . A | TABSI ... D
SUCHES . B |SVERDRUP . B [TASSOD . B
SUCKERFLAT B | SWAFFORD . B [TATAl c
SUDLEY ............. B [SWAGER.. TAHKENITCH .. B | TATERPA B
SUDPEAK, Nonfloodad .. C | SWAHLEN TAHOULA ... D | TATLUM .. D
SUDFEAK., Flooded D | SWAINTON .. TAHQUATS B | TATOUCHE B
SUEFPERT C | SWALECREE TAIMNE ... D D
SUEY ........ B |SWAMPCREEK . TAINTOR C/D D
SUFFIELD C |SWAMPOODLE . TAJD ... .G c
SUFFOLK ... B |SWAMPYDRAW TAKOTNA . B D
SUGAKOOL .. B |SWAN_ TAKPOCHAD D D
SUGAR BEACH ... D |SWAMBERGER . TALAG ... D .B
SUGARBOWL .... .B | SWANLAKE ... TALANTE .. D -G
SUGARBUSH .B | SWANNER ... TALAPUS .. B c
SUGARCREEK T [SWANPOND TALCOD . D | TAYLORSFLAT c
SUGARDEE ... B | SWANSON .. TALLA ... C | TEAGARD .. D
SUGARTOWN D |SWANTON ... TALLADEGA . C | TEAGO .. A
SUGLO ....... B |[SWANTOWRN TALLCREEK . B | TEAGULF c
SUILOTEM .. C |SWANWICK TALLEYVILLE . B | TEAKEAMN B
SUISUN 0D |SWARTZ .. TALLOWEBOX C | TEALSOM .. D
BUKOI .. D |SWAYNE . TALLULA ... B | TEALWHIT . D
SULA ... B |SWEAGERT. TALMAGE . B | TEAMONT .. D
SULLIVAN B |SWEATBEE ... TALMAKS .. B | TEARNEY D
SULOAF ... B |SWEATBEE, Wet .. TALKCON . C | TEASDALE B
SULPHURA . B | SWEATMAN. TALMCOMN, Depressional ... D | TEBAY ... ...B
SULPHURA . D |SWEDE ... TALOKA . .0 | TEBD..... ..B
SULSAVAR . B |SWEDEGR . TALOQUIN B/D | TECHICK. B
SULTZ .. A | SWEDEHEAVEM TALUWIK B | TECHICKNOT B
SUMAM. /D | SWEDESEBORO. TAMAHA .. D | TECKLA . B
SUMATRA .B |SWEDNA....... TAMALCO . D |TECO... B
SUMAVA ... .B | SWEETAFPLE TAMALPAIS . C | TECOPA. D
SUMMERFIELD . .0 |SWEETBRIAR B [TECTAH . B
SUMMERFORD . .C |SWEETBUTTE B | TECUMSE B
SUMMERMUTE . .B | SWEETGRAES C | TECZUNI. c
SUMMERS ... B |SWEETWATER . TAMARRON _. G |TEDDY __ c
SUMMERTON .B |SWEITBERG TAMBA D | TEEBAR . D
SUMMIT ... .C [SWENSOMN ... TAMELY . B | TEEBONE c
SUMMITVILLE .C | SWIFT CREEK TAMFLAT .. D | TEEDOWHN . B
SUMPF ........ .D | SWIFTCURRENT .. TAMFORD . D | TEEGARDEN. c
SUMPLEY ... o [SWIFTOM ... TAMIANMI .. D | TEEMAT ............ B
SUMTERVILLE .. [ SWIMLEY . TAMMANY B | TEETERS, Protected . c
SUMYA ... D |SWIMS .. TAMMING . B | TEETERS.. D
SUNBURG LB | SWINK ... TAMP ...... B | TEFTON .. c
SUNMBLURY B [SWINOMISH TAMRED G | TEHRAN _. A
SUNCITY .. O [SWINT ... TAMNACROSES D | TEIGEN ... c
SUNCOOK .. LA | SWIPKIN TANAHA ... C |TEJA.... D
SUND ... .C | SWISBOB. TANAMA.... D | TEJABE D
SUNDAMNCE B [SwWISS TAMAMA, Thawed B | TEJANA .. B
SUMDAY ... LA [ SWISSVALE TAMAMA, Modorately Wat .. C | TEKAPO . D
SUNEV . .B | SWITCHBACK TANAZZA .. B | TEKEMINK . B
SUNKEM... .0 | SWITZERLAND . TANDY WO | TEKISON. c
SUMLIGHT .. D [SWORMVILLE . TAMNEUM G| TEKLAMNIK A
SUMNY ........ . [SWYGERT ... TANGI ... C | TEKDA . B
SUNNYHAY .D TANGLE ... C | TELA.... B
SUNNYSIDE .B TANGLENOOK D | TELAQUA B
SUNRAY ..... .B TANKERVILLE. C | TELAY ... B
SUMRIVER .. .C TANMAWASHA B | TELCHER B
SUNETROKE . .D TANMER .... C | TELECAN B
SUNSWEET ... .C TANNER, L D | TELEFON c
SUNTRANA D TANDAN. B | TELEMON .. D
SUP ...l .B TANDE ... B |TELESCOPE.. A
SUPOS0 .. .C |BYLVA ... TANSEM. B | TELFAIR... c
SUPPAH A | BYLVANIA TANTALUS ..A | TELFERNER .. D

.G | SYLVANIAM ... TANTILE......... G0 | TELL o ..B
SURFSIDE .. .0 [SYLVESTER ... TANWAX .. ...G/D | TELLER ...... - B
SURGEM .. S [SYLVIA L TANYARD . -G | TELLICO . B
SURPLUS .G |SYMCO . TAOPI ........ B | TEMBLOR .. D
SURRETT _.. .G |SYNAREP TAPAWINGD G | TEMDILLE . A
SURVEYORS . B [SYRETT ... TAPICITOES . D | TEMESCAL D
SURVYA... .C |SYRUPCREEK TAPPAM . B/D | TEMVIK ... B
SURYOM .. .B | TABECHEDING . B | TENAHA . B
SUSANNA D |TABERNASH .. B |TENAS... c
SUSANMABE .0 |TABLER ... C | TENDOY .. D
SUSANVILLE . .0 |TABLEROCK D | TEMEE.. D
BUSIVAR ........ .C |TABDOSE ....... B | TEMEX.. B
SUSQUEHANNA .. .0 | TABDOSE, Gravelly Substratum .B | TARLTON.. C | TENINO c
SUTA .. B [TABOR .. D | TARNAV . B | TEMMILE . c
SUTHER... .C TARRETE.. D | TEMNCO . c
SUTHERLA .C TARRYALL C | TENNECO .. B
SUTHERLAND .D TARRYTOWN .. C | TENOT ... c
SUTHERLIN .G |TADLOCK TASAJAL B [TENPIN D
SUTLEY ... B |TAFFOM ... TASAYA . WG| TENRAG..... ...B
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TENSAS ...
TENSED ...
TENSLEEP .
TENVORRD
TENWALTER .
TENWELL ...
TEQCULLI ...
TEQUESTA .
TERADA ...
TERBIES ..

TERLINGUA
TERMO ...
TEROMOTE
TEROUGE ..
TERRA CEIA ..
TERRABELLA ...

TERRACECREEK
TERRAD..........
TERRARDSSA ..
TERRETOM.
TERRO .......
TERT ...........
TESSFIVE
TETHEROW
TETILLA ...
TETLIM .
TETOMIA .
TETOMVILLE, Gravelly _.

TEXLIME ..
TEXROY
THADER

THAYME ..
THEBES
THEBO .....
THEECAN ..

THENARROWS .
THEMAS ...
THEMIPEL
THECDOR ..
THERESA
THERMO _.
THETFOR
THETIS .........
THIBAUT ........

THIRSTYGULCH ..
THISTLEEBURM ..
THISTLEDEW
THOEMY ...
THOMAS ..
THOMASFORK ..
THOMHILL

THORNTON ...
THOUT, Gravelly Surface .
THOUT _
THOW ...
THRASH...

THREADGILL .
THREEBEAR .
THREEBUCK .
THREECHOP .
THREECHEEKS
THREEFORKS

THREEK .......
THREEMILE.
THREERIV ..
THREETREES.
THRIFTOM .......
THROCKMORTON
THULEPAH __
THUMDER ...
THUNDERBAY ...
THUMDEREGG ...
THURBER ...

THURLONI
THURLOW
THWOOP ..
TIAGOS .
TIAK
TIEBCREEK .
TIBBITTS
TIBKEY ...
TIEURONES
TICANOT ...
TICELL ..
TICESEA ...
TICONIC .......
TIDERISHI
TIDEWATER
TIDINGS ...
TIEFORT ...
TIERRANEGRA ..
TIESIDE
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TILLICUM ..
TILLMAN ...
TILLMONT .
TILLOU ..
TILMA .
TILSIT.
TILTON ..
TILVERN ..
TIMBALIER ..
TIMBERBUTTE
TIMBERG ...
TIMBERHEAD ..
TIMBERLY
TIMBLIN .......
TIMBUCTOO ...
TIMGULCH
TIMHILL.
TIMHUS .
TIMKEN .....
TIMMERCREK.
TIMMONS ...
TIMOR .......
TIMPAHUTE
TIMPER .
TIMFIE ..
TIMULA _
TINA....
TINAJA
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TINCUP _
TINDAHAY
TIME........cce
TINEMAHA
TINEMAMN ..
TINIAN ...
TINKER .
TINM ...
TINNIN
TINPAM _
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TINTON ..
TINTSOM
TINYTOWMN
TIOGA ...
TIOMESTA .
TIPLER ...
TIPNAT
TIPPAH ..
TIPPECANOE ...
TIPPER
TIPPIPAH
TIPPO ..
TIPSAW

TISBURY
TISDALE
TISHAR
TISMID

TITUSVILLE ..
TIVOLI .
TIVY ..
TOA ..
TOADLAKE
TOADLENA

1.
TODACHEEN
TODDSTAV
TODDVILLE
TODOS .
TOECANE ..
TOEFQOT ..
TOGCHA
TOGUS ...
TOHATIN
TOHOBIT
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TOIENOT, Ponded .
TOKAY ...
TOKEEN ..
TOKIOD .
TOKLAT

TOKOD ...
TOKOSITNA .
TOKUL....
TOLANY ..
TOLER.
TOLFOR
TOLICHA
TOLIUS
TOLKE ___.
TOLLGATE
TOLMAN .
TOLMNA
TOLOMIER ..
TOLOVANA
TOLSOMA
TOLUCA ...
TOMAHAWE .
TOMALES .
TOMARIZO
TOMASAKI .
TOMAST
TOMBEALL
TOMEK ..
TOMERA
TOMERA, Comentad Substratum
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TOMOKA
TOMOTLEY
TOMS ..

TOOLESBORO ..
TOOME ...........
TOOTERVILLE ..
TOPAWA ..........
TOPAWA, Very Gravelly ..
TOPEMAN...

TOPETAUL
TOPIA .......
TOPKNOT
TOPO ...
TOPOCK ..

TORNILLO ..
TORNING .
TORODA ..
TORONTO ..
TOROX ..

TORPEDO LAKE ..
TORREON ..
TORRES ...
TORRY .
TORULL
TOSP
TOTAVI.
TOTEM.
TOTIER

TOWERVILLE
TOWNSEND

TRACTUFF .
TRACYLEE .
TRADELAKE ..

TRAILAMP ..
TRAILCREE
TRAILHEAD
TRAIMER ..
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TRALEY .....
THAMWAY ..
TRANSFER .
TRANSQUA

TRANSYLVANIA...

TRAPPER ..

TRAPPERCREEK.

THASK ...
TRAUNIK .
TRAVER ..
TRAVERTI
TRAVILAH...
TRAZUMI .
TREATY ..
TREBLOC
TREBOR ..

TREEBUTTE .....
TREEKOR, nons

TREEKOR _.
TREEMN ...
TREFRY ..
TREGO ...

TREGOMNING ...

TREHARNE

TRELOMA, Molst

TRELONA .
TREMBLES .
TREMENTINA
TREMOMNA .

TRENHOLM ...
TRENTON
TREOFF ..
TREON .
TREP ...
TRESTLE
TRETTEN
TREVLAGC
TREY .......
TRIANGLE
TRIBBEY .
TRICART .
TRICERA -
TRICON ...
TRID, Nonstony
TRID ool

TRIGGER
TRIGO ..
TRIMME
TRIMONT
TRINIDAD
TRIO ........
TRIOMAS
TRIPIT .....e.c.
TRIPLEN
TRIPLETT
TRIPOLI ..
TRISTAM .
TRITON ...
TRIVAR

TRUCKEE ...

TRUEFISSURE .

TRUHOY ...
TRULAE ......
TRUMBULL ...
TRUMP ...
TRUSCREEK .
TRUSSUM _.

TRUXTON

TSCHAMMARN .
TSCHICOMA
TSEBITAI .
TSETTA.
TSIRKU ...
TUCANNCON .
TUGES
TUCKAHCE ...
TUCKERDOWNS ..
TUGCSOM ...
TUCEOMN, saling- Alkal
TUCUMCARI..
TUFFIT ..
TUFON ..
TUGAS ..
TUKEY ___
TUKUHMIK
TUKWILA ...
TULAMA, Moderately Dralned ...
TULAMA ...
TULARGO
TULAROSA .

TULEBASIN .
TULECAN.
TULIA ...
TULIK .
TULIP ...
TULLAHASSEE .
TULLOCK, Dry ...
TULLOCK, Warm
TUMARION .
TUMBLETON ..
TUNAWEE ...
TUMEHILL ...
TUMELCREEK
TUNIS .......
TUNITCHA
TUMKCREE
TUNKMEL
TUOCMI
TUPELO
TUPPER ...
TUPUKMNUK
TUQUE ..

TURKEYSPRINGS
TURKEYTRACK
TURLIN.........
TURLOCK
TURMOUND ..
TURNBACK ...
TURNBULL ...
TURNEACREST
TUROM ...
TURRAH
TURRET
TURRIA .
TURZO ...
TUSCARAWAS _
TUSCAWILLA .
TUSCOSSO ...
TUSCUMBIA
TUSIP ...
TUSLER
TUSLER
TUSSY ...
TUSTELL
TUSUNE
TUTE ..
TUTKA ..
TUTHI oo )
TUTNI, Loamy Substratum
TUTTLE ...
TUTUILLA
TUTWILER
TUWEEP .
TUXEKAN
TUZIGOOT ...
TWEBA, Modeately Wet .
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TWEBA, Dralned
TWEEDY ...
TWELVEMILE ..
TWENTY DAY ..
TWICK ...
TWIG ......
TWINBUTTES .
TWINING .......
TWINMOUND ..
TWISSELMAN .
TWOBUTTE ..
TWOCABIN
TWOMILE .

=

TYLERPEAK .
TYMOSLING .
TYMDALL ...
TYNER ...
TYOMEK.
TYRE ...
TYSON
UAMA ...
UBANK
UBAR ..
UBEHE
UCHEE ...
UCOPIA .
UDAHOD ..
UDARENTS .
UDECIDE, GODI:H:;' -
UDECIDE
UDEL .........

UDELOPE, Bouldery .
UDELOPE .. _—
UDIPSAMMENTS FICIDEIBEI
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UHLDRN
UHLORM

ULHALF ..
ULLOA .
ULMET
ULRANT .
ULRIC ..
ULTO .
ULTRA ...

ULTRAMONT ...
ULUPALAKLA |

A

CAS
UNCOMPAHGRE
UNDERWOOD .
UNDUSK ...
UNGENE
UNICOI ..
UNICORM
UMION .......
UNIONGROVE .
UNIOMVILLE .

OO FPIONDODNOINDNN0PINNDDODOINOO0 DD D DN0 0NN DO 00D 0m

o

c

=

=

m

T

w

=
mmm»O0moD

UPCREEK
UPDEGRAFF .
UPSATA .
UPSEL ..

UREAL ...
URGESTEIN
URICH oooooocoeees
URIPMES, Gravelly .
URIPMES ...
URLAND ..
URMAFOT
URSA ...
URSINE
URWIL __...
USAL, Gravelly .
USAL .......
USEFUL
USIME ......
USKABWANKA .........
USTARENTS, Loamy .
USTIBUCK .
USTIDUR ..
USTORTHENTS, Sandy
UTALINE .
UTE._..
UTLEY ..
UTUADOD .
UTURIN ...

UVADA Loamy Surface .
UVALDE ..
UVER ...
UWALA .
UWELL .
UZAMNEVA
VABBING
VABEM ...
VADAHO .
VADER .
VAEDA .
VAIDEN
VAILTOM .
VALBY .
VALCO .
VALCREE
VALCREST
VALDOSTA
VALE _._...
VALENA .
VALENCIA, Sallne, Flooded
VALERA ...
VALHALLA
VALKARIA . )
VALKARIA, Depprossional .
VALLAN ..
VALLE .....
VALLEOND
VALLERS ...
VALLETTA .
VALLEYCITY .
VALMAR ..
VALMONT
VALPAG ..
VALTON _.
VALTOMN, Severaly Erodea
VALVERDE ....

VAMER _._.
VAMONT .
VAN HORN

VAMBRUNT ...
WANCE ...........
VANCECRHEEK .
VANDAMINE ..
VANDAMME ...
VANDAMORE
VAMDERBILT .. .
VANDERBILT, MEIdEI’a[EfI]' Wat .

VANDERGRIFT ..
VAMDERPOOL .
VANEPPS
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VANGOE ...
VANGUARD
VANLUE ...
VANMETE
VANNOY .
VANOCKER
VANDESS ...
VANPETTE
VANSICKLE
VANSTEL ...
VANWYPER ..
VANZANDT .
VANZILE _
VAQUERD
VARELUM .. .B
VARELUM, GIEH; Loam Eut:stratum
Cc

VARGAS...
VARICK
VARRO ...
VARWASH
VARYSBURG ..
VASA -
VASSETT ..........
'I.-'ASTINE MED:1E
VASTINE ..

VEEDUM _.

VEGA ALTA
VEGA BAJA
VELASCO
VELDA ...
VELDKAMP .
VELOW .
VENA ...
VEMAGRO ..
VENAPASS .
VEMATOR, Channery .
VENATOR
VEMETA .
VEMEZIA ..
VENICE
VEMLOD _
VENNOB ..
VENSON _.

VERCLIFF
VERDEL ...
VERDIGRE .
VERDUM _....
VERENDRYE .
VERGEMNMNES.
VERHART
VERICK ...
VERIDGE .
VERJELES ..
VERLOT

VERNAL ...
VERNDALE .
VERNIA ...
VERMNOMIA .
VEROD _.
VERSHAL .

VERTREES .
VESEY ..

VESTA ...
VETAGRAMDE ..
VETEADD .

VICTORY ..
VICU ...
VIDA .
VIDAURI
VIDRINE
VIEJA..
VIEMMA ..
VIEQUES .

VIEWPOINT .
VIGAR ...
VIGIA ...
VIGILANTE
VIGNOLO ...

VILLARD

VILLEGREEM ...
VILLMEAGHER ..
VILLSPRINGS .
VILL

mi i
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VINCOM ...
VINDICATOR
VINEGARRCON .
VINELAND ...
VINELAND, Wet .
VINGD ...
VINITA .

VIRGIM RIVER.
VIRKULA
VIRTUE _.
VISE....

VISTA .
VISTULA
VITERBO
VITRINA
VITROFF
VITZTHUM

VIZCAING .
VIZCAPOIN
VIZCAYA ..

"."DLENTE
VOLIMIA
VOLLMER .
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WAAS
WABANICA
WABASSO .
WABEDO.

WABUN ...

WACAHOOTA
WACCASASEA.
WADDINGTON .
WADDOUPS ...
WADECREEK
WADELL ..
WADENMIL
WADESPRINGS _.
WADLEIGH
WADLEY ....
WADMALAW .
WADSWORTH ..
WAELDER ..
WAFLA ...

WAGNER

WAGONBED .
WAGDNBOW
WAGDNBOX
WAGONHOUND ...
WAGOMNJACKET .
WAGONTIRE ...
WAGDNTOWN .
WAGDRE .
WAGRAM ...

gﬂﬂﬂi:l:l

WAHKEENA
WAHLSTEN
WAHLUKE ..
WAHCO
WAHPETOM
WAHREKDAM
WAHSTAL ..

WAHTUM ..

WAHWEAP
WAI HONL .
WAIALEALE
WAIAWA
WAIHUMNA, .
WAIKALOA
WAIKANE
WAIKAPU
WAIKOMO
WAILUKL

WAITS
WAITSFIELD.
WAKAMD
WAKE

WAKEEN .
WAKELEY ..
WAKEMAN .
WAKEMNDA
WAKEPIEH ...

WAKETICKEH ..
WAKEVILLE ..
WAKITA ...
WAKOMNDA
WAKOMDA, THI Substratum-
WAKULLA .
WALBERT ..
WALCOD ...
WALCOTT
WALDECK ..
WALDEN .
WALDO ...
WALDORF .
WALDROUP ..
WALKERSVILLE .
WALKINSHAW
WALKON ...
WALKOVER
WALL .
WALLKILL ..
WALLOWA _
WALLROCK ..
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WALLUSKI ..
WALNETT
WALNUT ..
WALONG ..

WALTHAM
WALUM .
WALVAMN .

WANAGAN .
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WANNACOTT .. -
WANDGA, Elevation=4000

WANCDGA
WhNDMIE
WAMNSER, Dralned
WAPAHANI .
WAPAL .
WAPELL
WAPI ...
WAPINITIA .
WAPITI ...
WAPPINGER ..
WAPPO ...
WAPSHILLA
WAPTUS ..
WARDA ...
WARDBAY ..
WARDEORO
WARDELL ...

WARHORSE ...
WABM SPRINGS .
WARMAN
WABMINSTER
WARMNOCK .
WARBNUT ..
WARRENTON .
WARRIOR ..
WhHHDﬁD..
WARSING
WARWICK
WASA
WASDA .
WASHINGT
WASHPASS
WASKISH .
WASKOM .
WASNOT ..
WASEON ..
WATAB ...
WATAHALA
WATAUGA .
WATCHABOB .
WATCHES ..
WATERFALL
WATERFLAT ..
WATERFORD .
WATERGATE .
WATERTOWN
WATHENA ..
WATHKINE .
WATNE .
WATOMGA ..
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WAUBERG ... WENOTA .. WHITE STORE D | WILLIAMSVILLE ..
WALUCHULA D |WENZEL ... WHITE SWARN _. D [ WILLIMAN .
WALUCHULA, Depressiondl .........D | WECGUFKA -G | WHITEARTH . C | WILLISTON
WAUCOBA ... D [WEOTT.. -0 | WHITEBIRD .. D | WILLOSIPPI ..
WALCONDA . B |WEPD G | WHITECAP _. D | WILLOW CREE
WALKENA .0 |WERELD -B | WHITECLOUD B [ WILLOWDALE _.
WALKEMNABD D |WERITO ... -.C | WHITEDEER. B | WILLOWFORK ..
WAULD ....... .G |WERNOCK WHITEFACE . D | WILLSPRINGS .
WALRIKA D |WESFIL ... WHITEFIELD .. WD | WILLYMNAT
WAUTOMA . -B/D WHITEFORD ... B
WAVELAND -BD WHITEHALL .. B

.0 WHITEHORN D

..B WHITEHORSE . B

-.B |C WHITEKNOE ... -.B | WILPAR ...

A |WESPAC, Alkall .. WHITEMARSH. C/D | WILPOINT

.G |WESSEL ... WHITEDQAK . LB | WILSALL .

- .0 |WESTBEND. WHITEPEAK . D | WILSHIRE

WAYCUP .. ..B |WESTBORO WHITEPIMNE .. O [ WILSON ...
WAYLAND D |WESTBROOK. WHITERIVER C | WILSONGULCH
WAYMET _. B |WESTBUTTE .. WHITEROCK .. D | WILSONVILLE
WAYMOR . ..B |WESTERVILLE WHITESBORO . < | WILSOR ...
WEA ... A |WESTFORK. WHITESBURG . C | WILSPRING
WEALTHWOO AD |WESTGATE. WHITESIDE .. B | WILET
WEASH ... -G |WESTINDIAM .. WHITESON ... D [ WILT ..
WEATHERFORD .. ..B |WESTLAKE, Thin Sumace . WHITETHORN . 2 [WILTON
WEATHERWAX . .0 |WESTLAKE ..... WHITEWATER ..... I | WIMPEY ..
WEAVER G |WESTMION . WHITEWCOD, Noniflooded B/D | WINADA
WEAVERVILLE .. ..B |WESTMORE WHITEWCOOD ... /D | WINBERRY
WEBE ................. G |WESTOLA ... WHITEWRIGHT T | WINBLOW ..
WEBEBRIDGE ..... B |WESTON..... WHITEYE ... D | WINCHUCK
WEBBTOMWN . .G |WESTOVER. WHITING ... B [WIND RIVER ..
WEBFOOT .. -G |WESTPHALIA . WHITINGER .. C | WINDCOAT
WEBILE .... .G |WESTPLAIN WHITLEY ... B | WINDCOME
WECHECH .. .0 |WESTPORT ... WHITNEY C | WINDEGO
WEDDERBURMN . ..B |WESTPORT, Thin Surace WHITSON .. D | WINDER ..
WEDGE ... A |WESTSHORE . WHITTEMORE. G/ | WINDERE ..
WEDGEMO ..B |WESTSIDE .. WHITVIN ....... WD [ WINDERNOT .
WEEDING ... D |WESTSUM .. WHITWELL G | WINDICREEK
WEEDMARK .. B |WESTVACO. WHORLED . C | WINDLASS
WEEDPATCH LT |WESTVIEW .. WICHITA ... C | WINDMILL
WEEDZUNIT .. .B |WESTVILLE . WICKAHONEY . D | WINDRY .....
WEEKIWACHEE .0 |WESTWEGO ... WICKENBURG ... 0 | WINDTHORST ..
WEEKS ... W0 |WESWIND.... WICKERSHAM ... B | WINDWHISTLE ...
WEENA 0 |WESWOOD.. WICKETT ... C | WINDYBUTTE ..
WEEFAH .. WG |WETA ... WICKIUP ... C | WINDYHOLLOW .
WEESATCHE ..B |WETBETH. WICKEBURG B | WINDYPOINT
WEETOWN ... ..B |WETHEY ... WICKWARE .. B | WINEDAL
WEEZWEED ..B |WETHEY WICUP .. G | WINEG ...
WEGERT _. LA |WETSAW WIDEN _._. G | WINEGAR ..
WEGLIKE . A |WETTERDOMN . WIDOWSP 2 [WINEVADA
WEIDER ... ..B |WETZEL ... WIERGATE ... O [ WINFALL .
WEINBACH . G |WEWELA WIFFO __. B | WINFIELD
WEIR ........ D | WEWOKA .. WIFTOM . B [WING ...
WEIRMAMN D |WEYANOKE. WIGTOMN . A | WINGATE
WEISBURG ... WG |WEYERS... WILAHA . B | WINGDALE
WEISSENFELS . G |WEYMOUTH WILBANKS O [ WINGINA.
WEITAS ... B | WHAKAMA .. WILBUR.. 2 [ WINGINAW
WEITCHPEC .. .G |WHALESHEAD WILCO. C | WINGROCK
WELAKA .. A |WHALEY ... WILCOX . D | WINGWVILLE ....
WELCH ... B |WHATCOM WILCOXSOMN C | WINKLEMAM .
WELCHLAND. B |WHATELY ... WILDALE.... T | WIMKLER ...
WELCOME ... ..B |WHEATBELT .. WILDCAT ... WD [ WINKLD ..
WELDA LG |WHEATOMN . WILDER ... LA | WINLER .
WELEETKA . D | WHEATWOOD WILDGEM B [WINLO ..
WELLESLEY .. ..B |WHEELER....... WILDHILL ... C | WINN ...
WELLIE ....... A |WHEELERFEK WILDHORSE A | WINNEBAGD .
WELLINGTON D |WHEELERVILLE WILDMESA . C | WINMEMUCCA
WELLMAN .. -.B |WHEELOM, Cool WILDORS ... T | WINNETT ...
WELLROCK ..B |WHEELON ... WILDROSE G | WINNETT
WELLS ....... ..B |WHEELRIDG WILE ....... C | WINNIPEG .
WELLSBEMNCH .. ..B |WHEELS ... WILHOIT B [WINNSBORO.
WELLSCREEK .B |WHERRY .. WILKESON B [ WINOM...
WELLSDAM WG |WHETSOON WILL ....... B/ | WINCOSK]
WELLSED _. G |WHETSTOME WILLABY .G | WINOPEE
WELLSFORD . D | WHICHMAM . WILLAKEMNZIE C | WINRIDGE .
WELOY . -G |WHIDBEY .. WILLAMETTE T | WINSAND
WELSUM .. .0 [WHILFHAN WILLANCH. D | WINSTON
WELTER D |WHIPP . WILLAPA G |WINT .
WEMPLE .. B |WHIPPANY .. WILLARD B | WINTERCAMNYON
WENAS ... WHISK ....... WILLETTE AD | WINTERIM _.......
WENATCHEE WHISKEY .. WILLHILL .G | WINTERMUTE ..
WENDAME .. WHISKEYCHEEK .. WILLHO .. D |WINTERS ...
WENDELL ... WHISKLAKE ... WILLIAMS . B | WINTERSBU
WENGLER .. WHISPERING . WILLIAMSPORT .. C | WINTERSET ..
WENONAH .. WHISTLE ... WILLIAMSTOWN . LG | WINTLEY .
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WINTON .

WINTONER

WISCOW .
WISCOY ..
WISE ...
WISEMA
WISFLAT .
WISHARD
WISHBOME
WISHEYLU
WISHKAH ...
WISKAN
WISKIEPRINGS
WISMER ..
WISTER...
WISTOMNA
WITCHER
WITHAM ..
WITHEE ...

WITTEN ...
WITTENBERG
WIVILLE ..
WX ...
WIKOM .
WIZARD ..
WOCKLEY .
WOCKUM
WODA ...
WODAVAR .
WODEN

WOLDALE ..
WOLFCREEK

WOLFEY ...
WOLFPEAK
WOLFPEMN..
WOLFTEVEI
WOLFVAR......
WOLLARD ..
WOLLENT
WOLOT ...
WOLVERTON
WOMACK ...

WOODCANYON

WOODCHOPPER.
WOODCUTTER ..
WOODCUTTERS, Stony

WOODINVILLE
WOODLAWN ..

WOODSLAKE
WOODSON ___
WOODSPOINT .
WOODSTOCK
WOODTEX .......

WOLFESON, Wat.

WOODWARD ...
WOODWEST
WOOFUS ..

WOOLLY ...

WOOLPER

WOOLSEY ...
WOOLSTALF
WOOLSTED .
WOOLWICH .
WOONSOCKE
WORCESTER ..
WORFSTONME ..
WORKMAN ..
WORLAND ...
WORLEY .

WORMSER
WORSHAM ..
WORSWICK .
WORTHEMTON ..
WORTMAN
WORWOOD .
WOWORA,

WRANGELL .
WHAYHA ...
WRAYS .
WREDAH...
WREFORD
WRENCOE ...
WRENGART
WRENMAN _
WHRENTHAM
WRIGHTMAM ...
WRIGHTSBORO
WRIGHTSVILLE .
WRIGHTWOOD ..
WLUKOKI
WUKSI ..
WULFERT .
WUMNABUMA
WUMNJEY __
WUPATKI ..
WURTSMIT
WUTCHUMNMA .
WYALUSING
WYANDOTTE ..
WYANT ..
WYARD .

. - | wynn

WYNNVILLE
WYNOMA

WYRICK ...
WYSOCKING

YACHATS ...

WOODVILLE ...
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YAGGY, Protected .
YAGEY ...
YAHANA .
YAHARA ..
YAHMORE .
YAHNE .
YAHOO .
YAINAX
YAKOBI
YAKUS
YAKUTAT
YALELAKE .
YALESVILLE
YALLAMI ...
YAMHILL ...
YAMESAY .
WAMNA
YANCY .
YAMKEE ..
YANKEEFORK
YAMNKTON
AP
YAPOAH ..
YAQUI ...
YAQUICAN
YAQUINA
YWATA
YATAHONEY .
YATAHOMEY, St
YATAMA .

YAUPON .
YAWHEE .
YAWKEY .
YAWHOLA
YAXING ...
YEAGER ..
YEARIAN .
YEARY .

YEATON ..
YECROSS
YEDLICK .
YEGUAS ...
YELLOW HORSE .
YELLOWEBANK .
YELLOWBAY .
YELLOWDOG
YELLOWHILLS .
YELLOWLARK ...
YELLOWMULE .
YELLOWRIVER
YELLOWROCK .
YELLOWSTOMNE
YELLOWWASH
YELM ...
YELTON ..
YENMNICK
YEMNEUS .
YEOPIM
YERBA ...
YERINGTOMN ..
YESUM
YIGO.
YIKES

YORAYD .
YORUT ..
YOLLABOLLY
YOLOGO .
YOMOMNT .
YOMCALLA
YOMNMA .
YORBA .
YOREL ...

YORKSHIRE ...
YORKTOWNM
YORKTREE .
YOEEMITE
YOST ..
YOTES ..
YOUGA, Sandy Substratum
YOUJAY ...
YOUMAN ...
YOUNGSTON, Wel
YOURAME ...
YOUTLEUE ..
YOVIMPA ..
YPSI...........
YRIBARREMN ..
YTURBIDE
YTURRIA
YUCCA .
YUKON ..
YUNES
YURM .
YUTAN .
YUTRUE

5o

ZALLA ...
ZALVIDEA .
ZAMORA

ZAQUA
ZARK .
ZASTER

ZEELNOT ..
ZEEMAL

ZEPH ..
ZEPHYR
ZEPOL ...
ZERKEL
ZERKER ...
ZEUGIRDOR
ZIBATE .....
ZIBETOD ..
ZIEGENFUSS .
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