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The contents of this report reflect the views of the authors, who are responsible for
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CHAPTER 1
INTRODUCTION AND RESEARCH APPROACH

Traffic congestion is a growing concern in today's urban environment.
Metropolitan areas face increasing demand on freeway and arterial networks that already
operating at or near their capacity. With resources for providing major capacity
improvements declining, the focus of the traffic engineering profession is turning towards
ways of managing congestion to ensure maximum efficiency from the existing road
network.

A significant part of this management effort relies on computerized traffic control
systems to smooth the flow of vehicles traveling both freeway and arterial systems. The
increasing computational power available from microcomputers and advanced electronics
presents an opportunity to significantly increase the effectiveness of these control
systems.

Unfortunately, the power of the electronic devices is often limited by the manner
in which they are implemented. Traffic control systems often operate independently.
Each traffic control system looks only at traffic volumes and conditions within its
boundaries, rather than also considering the effects of traffic volumes and conditions
from nearby areas that may significantly affect how that control system will soon have to
operate. For example, traffic control systems in City A are not aware of traffic
congestion problems occurring immediately to the north in City B. As a result, the traffic
plans selected by the automated control systems in City A are not optimal for the
conditions in the region of both cities A and B.

Traffic congestion (or its effects) often crosses jurisdictional boundaries, but
traffic control systems usually do not extend across those boundaries. To address this
problem, engineers are carefully looking at traffic management solutions that are regional

in scope, rather than jurisdictional. One potential solution is to integrate traffic
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- management systems that currently operate independently. This project looked at one
method for performing that integration. It also developed and tested a low-cost system
designed to work in conjunction with the traffic control systems that jurisdictions

currently operate within the state.

BACKGROUND

Traffic congestion can be classified as either recurrent or non-recurrent.
Recurrent congestion is routine congestion that occurs when demand regularly exceeds
the capacity of a roadway section. These reductions in capacity, otherwise known as
bottlenecks, are typically due to physical impediments such as freeway interchanges,
traffic signals, and lane reductions. This type of congestion can be addressed by
measures that include

. controlling the volume of traffic entering the bottleneck area with methods

such as ramp metering;

. optimizing the performance of the section by coordinating adjacent traffic

signals; and

. removing the bottleneck through design improvements or flow re-routin g

Non-recurrent congestion is caused by temporary reductions in facility capacity.
These temporary reductions are primarily due to incidents, short-term construction, or
maintenance activities. Estimates are that as much as 60 percent of all urban congestion
can be classified as non-recurrent. {1]

When non-recurrent congestion occurs on a facility, a portion of the regular
demand for that facility may be diverted to neighboring parallel facilities. This diversion
may occur when traffic is physically detoured to an alternative route; traffic information
is provided to drivers, allowing them to make their own route determination; or unhappy
drivers look for an alternative route. Factors that influence drivers' decisions to use an

alternative route include the following:

. the intensity of the congestion,
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. the anticipated duration of the incident,

. the perceived travel time benefits of using an alternative route, and

. the availability of the congestion information to the driver.

When traffic diversion does occur, it places additional, unanticipated demand on
the alternate facilities. This demand often causes congestion to form quickly on these
neighboring facilities. If information regarding an incident, along with the resultant
traffic conditions, could be shared among the operators of neighboring facilities, control
strategies for these systems could be altered to accommodate the anticipated increase in
demand. As a result, control decisions could be made before the demand reached the
neighboring facilities, reducing the impacts on these systems.

With the advent of the microprocessor, the operational capabilities of traffic
control equipment have expanded considerably. System control and monitoring
capabilities, which in the past required extensive mainframe computer hardware, are now
commonly available in microcomputer formats. The result has been the availability of
"closed loop” systems to all operating agencies, regardless of size or budget.

The widespread use of these systems has given traffic engineers the ability to
better optimize the operation of traffic signal control systems on localized arterials or
networks within their immediate jurisdictions. However, to provide area wide control,
traffic control systems may have to be coordinated across jurisdictional or local system
boundaries. Where the bordering agencies or systems happen to utilize common control
equipment, coordination can be easily accomplished. However, where dissimilar control
equipment is used, the respective operators are typically limited to real-time information
from within their own jurisdictions.

Under the latter circumstances, the capability for area wide control is limited, and
control decisions are often based on historical trends, eliminating any response to non-
recurrent conditions. This inability to exchange traffic information across control system

boundaries, while limiting the operational capabilities for all parties, also prevents



jurisdictions from sharing the traffic performance and control information that is so
readily available with these enhanced systems. This project is designed to address these

limitations in modern traffic control systems,

PROJECT OBJECTIVES

This project had three primary objectives. The first objective was to define the
structure of existing traffic control systems to determine the methods that might be
appropriate for dcv_clopiﬁg a bridge between independent control systems. Issues that
were addressed included the limitations/obstructions in achieving this link, the
institutional barriers that would have to be overcome, and whether the idea of control
system integration is a practical concept to pursue.

Assuming the results obtained from the first objective were favorable, the second
objective was to develop a demonstration system that would integrate multiple,
independent control systems. This stage of the project addressed issues such as the
recommended capabilities of the system, the recommended level of control, and the
persons to be responsible for operating the system.

The third objective of this project was to evaluate the effectiveness of the
integration system. This stage identified measures of effectiveness for evaluating the
benefits provided by implementing the integration system. These measures were then

used in an evaluation of the test system.

REPORT ORGANIZATION

Chapter 2 of this report presents background information on the current state-of-
the-art in traffic control systems and the potential for integrating these systems.
Information obtained from published literature, discussions with state and local
Jurisdiction staff, and the project team’s work experience helps define the environment

into which a low cost, integrated control system must fit.



Chapter 2 also includes a discussion of the capabilities of existing traffic control
systems, the potential benefits of integrating these independent control systems, several
methods for achieving system integration, and a description of, and the rationale for, the
method selected for use in this project's demonstration system.

Chapter 3 describes the transportation network in which this demonstration
system was applied and how traffic on these facilities interacts. It also includes a
complete description of how the existing traffic control systems function.

Chapter 4 discusses the basic design of the demonstration integration system,
This section also provides a detailed description of the integration program, including the
structure, the individual system components, and communications requirements.

Chapter 5 focuses on the implementation of the demonstration system. This
chapter discusses the problems that were encountered during the implementation process
and examines the traffic data the system utilizes. A discussion of the inter-facility traffic
flow relationships is also included.

Chapter 6 presents different methods for evaluating the effectiveness of integrated
control systems, Included is a discussion of how the goals/purpose of implementing a
system of this type can be related to the type of measures of effectiveness (MOEs)
necessary to evaluate its effectiveness. The results of computerized simulations,
conducted to measure the benefits that would be provided by the integration system, are
also discussed.

Chapter 7 presents the conclusions drawn from this demonstration project,
recommendations for future work in this area, and recommendations for persons or
agencies that wish to develop a similar system in other areas of the country.

The appendices to this report comprise the system specifications for the control
system, a recommended modification to the NEMA traffic controller standard to improve
jurisdictions’ ability to integrate closed loop traffic control systems, and the results of the

simulation runs used to estimate the impacts of system integration.



RESEARCH APPROACH

This project consisted of the following six tasks:

. develop an evaluation framework,

. collect before data,

. develop a control algorithm (including software),
. implement and adjust the algorithm,

. evaluate the system, and

. write the report.

Additional work relevant to this project was completed during previous WSDOT
research. The WSDOT research report “Arterial Control and Integration, Final Report,”
March 1990, [2] was invaluable to this project because it described the basic functional
model on which the design of the integration system developed in this project was based.
Thus, the primary new intellectual work of this project, the design of the integration
software and hardware system, took place in Task 3.

The initial evaluation plan for the integrated system, developed under Task 1,
consisted of a significant amount of data collection, followed by a careful statistical
analysis of the changes in traffic flow produced by the integration system. Problems with
system implementation (See Chapter 5) prevented the project team from carrying out the
intended evaluation. Instead, the evaluation relied on simulation to estimate the effects of
the integration system. The evaluation methodology is described in more detail in
Chapter 6.

The integrated control algorithm was developed to run in a microcomputer based,
traffic control environment. It was designed to require the smallest number of chan ges to
existing traffic control systems by making use of the existing data collection,
communications, and command functions of those traffic control systems. The new

system was also designed to be sensitive to the needs of local jurisdictions, so that if the



system were expanded to non-WSDOT facilities, the participating jurisdictions could
maintain a high level of control over their traffic control systems.

The fourth task of the project included the installation of the integration system on
WSDOT hardware. Once it had been installed, the system was tested under field
conditions. These tests included collecting real-time data from the control hardware
located in the field, but traffic control system messages were sent to a dummy traffic
controller, rather than to the controllers in the field. In this fashion, the project team was
able to test the functioning of the system without errors in the system creating problems
with the control strategies WSDOT actually implemented.

Because problems with the long-term reliability of the computer network (see
Chapter 5, Implementation) could not be resolved, the integration system was not fully
implemented in the field. This significantly affected the evaluation plan for the project,
which was changed to reflect the lack of a fully functioning integration system. The final
evaluation framework reflected this limitation, and consequently relied heavily on
simulation of the integration system. These results are presented in Chapter 6 and are

summarized in Chapter 7, Conclusions and Recommendations.



CHAPTER 2

REVIEW OF TRAFFIC CONTROL SYSTEMS
AND SYSTEM INTEGRATION

Spurred by the rapid development in microcomputer technology, the state-of-the-
art in traffic control systems has advanced rapidly over the last 15 years. Microprocessor
technology has allowed significant advances in this field, particularly in terms of system
capability, system structure, and affordability. The last item has resulted in widespread
availability of advanced traffic control systems for agencies of all sizes. Many of the
system capabilities found in today's microcomputer-based systems were previously too
costly for many medium to smaller agencies. System capabilities, which in the past
required the installation of costly mainframe computer hardware, can now be found on
systems designed around desk-top microcomputers, which can be purchased at a fraction
of the cost.

The miniaturization of computer hardware components has allowed intelligence
within the control system to be redistributed. A review of past and present system
structures reveals little change in the physical placement of control system components.
However, the capabilities, and as a result, the functions of the individual components
have changed significantly. Past and present system hierarchies, as well as the typical
capabilities found in today's micro-based traffic control systems, will be discussed in the
following sections of this chapter.

Traffic control systems are typically related with arterial traffic signal systems, In
the past this association was likely to be correct. Presently, however, this designation
refers to a variety of devices used not only to allocate right-of-way, as in the case of a
traffic signal installation, but also for freeway demand management. In the latter case,
these systems are used for monitoring traffic conditions, both visually and from a data

collection standpoint; facility access control; and providing real-time motorist



information in the form of changeable message signs, highway advisory radio, or even in-

vehicle, computerized information systems.

CONTROL SYSTEM STRUCTURE

This project dealt with two distinct applications of traffic control systems. The
first was the traditional application of an arterial traffic signal control system. This
project involved two such arterial systems. The second application was a freeway
monitoring and control system. In either case, the project dealt specifically with the
control of general vehicular traffic on facilities whose operations are managed by these
systems.

While these two systems seem considerably different in application, their
architectures are similar. This appears to be the case in most traffic control systems.

In past and present systems there are typically two, and in many cases three, levels
of supervision or control. In the three-level approach, the system architecture typically
consists of an on-street, location specific level of control (local controller); an on-street,
sub-system, supervisory level of control (on-street master controller); and an off-street,
multi-system, supervisory level of control (system central computer). The two-level
approach typically omits the on-street level of control.

Past System Task Distributi

In past systems, local control consisted of a controller {electro-mechanical or solid
state) with limited control capabilities. This component was located at each control site
(intersection, freeway ramp). The extent of this level's capabilities was typically confined
to a pre-defined, often fixed time, mode of operation. In many instances, the controller
component operating at this level was used predominantly as a "dumb" terminal, and the
controller acted merely as an interface unit between a higher level of control and the on-
street display equipment.

The on-street, master level of control provided most of the enhancements to the

system operation. This component provided communications to each of the local control
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units operating within the system or sub-system. The on-street master controller often
held timing plan parameters for each local controller, as well as the schedule that dictated
when individual parameters were to be implemented.

The system central computer typically provided a remote means of system
monitoring. Many past systems required a direct line of communication between this
system component and the on-street components. The central system computer gave the
operator the ability to monitor system operations in real time, access on-street databases,
and upload and store system data. Many past systems also utilized the central system
computer to perform the tasks of the on-street master. In this case, all system timing
parameters were held by the central computer. Upon implementation of a specific control
plan, the central computer would download all necessary timing parameters to the
respective on-street control equipment.

Presen Task Distributi

The architecture of present control systems follows that of past systems.
However, because of the enhanced capability of the individual components, the
distribution of tasks has changed.

The level of control most affected by this new distribution is the local controller.
In the current arrangement, the local controller contains most all timing parameters. The
advantage of this is that the system is less dependent on communications between the
various levels of control. In past systems, if communication between two levels of
control was interrupted, many of the system capabilities became inoperable. Because of
the limited capabilities of the on-street components, no method was typically available to
provide system redundancy.

In current systems this redundancy is not needed. In most cases all capability
necessary to continue on-street system operations is contained in the on-street
components. However, in some cases a decision about a particular plan or strategy and

when to implement it is made by a higher level of control. Then this capability is lost
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during a communications failure. Fortunately, each level of control typically contains a
back-up implementation schedule. In the case of a communications failure, the affected
level of control has the ability to detect the failure and revert to back-up operations.

Control Systern Components

The components utilized by each control level can vary considerably, depending
upon individual control system design. This is particularly true in the case of the off-
street level of control.

The central system computer represents the least "standardized" component of the
control system. This component consists of a computer system that may range in size
and capability from a desk-top microprocessor to a large mainframe computer. The
software used by this component, particularly in the case of freeway control systems, is
typically written for the specific installation. For arterial systems, many "off the shelf”
programs can be purchased along with the other control level components. Factors that
seem to impact equipment selection for these off-street components include the desired
control and display capabilities, communications requirements, and the number and
location of system operators.

The on-street, local control component is typically the most standardized
component of the system. The primary element of this component is the controller. The
controller is a microprocessor-based unit that receives field input (typically from vehicle
detectors), as well as commands from higher control levels, and transmits output to field
displays and higher control levels. In the case of arterial systems, two distinct types or
models of controllers are commonly available--those that conform to the traffic signal
controller specifications of the National Electrical Manufacturers Association (NEMA)
and those that conform to FHWA Type 170 hardware specifications. From an
operational standpoint, the principle difference in these two systems lies in the distinction
or separation of the system hardware and software. In the NEMA control systems,

hardware and software are integrated to form a single control unit and thus are not
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separable. As a result, a specific model of NEMA controller must be purchased to
provide particular capabilitics or for certain applications. By contrast, in a Type 170
control system, system hardware and software are separable. Thus by changing the
operating software, the same system hardware can be utilized for a number of control
applications.

Freeway control systems typically utilize either Type 170 controllers with
customized software, or custom built controllers designed by NEMA manufacturers that
conform to NEMA specifications.

The on-street, sub-system control component (on-street master) typically consists
of a controller similar to the local controller. A Type 170 on-street master controller
utilizes the same hardware as the local controller and a software program specific to the
application. For the multiple levels of control to operate as a system, communications
among the different levels must be established. The control components facilitate system
communications by utilizing standard communications media (twist pair copper
conductors, leased telephone lines, co-axial cable). This need for communications among
the various control components is often the deciding factor in the selection of control
equipment for system upgrades and modifications. No standards dictate the use of
specific communications protocols. The result is unique communication protocols for
each manufacturer's control system and little or no communications capabilities between
equipment of different manufacture. This fact limits the selection of control equipment

by users who have already invested in and implemented a control system. [3, 4, 5, 6, 71

INTEGRATED CONTROL SYSTEMS

The difficulty in providing a link between independent control systems is caused
by communications. As mentioned earlier, each control system typically comprises
multiple levels of control, which provide a hierarchy of information exchanges. Because
there is no recognized standard for providing communications among these control
levels, each manufacturer has developed its own methods, at its own cost. This

12



development represents a considerable investment for each of the equipment
manufacturers, so they seldom publicize the information necessary to make dissimilar
equipment compatible. The result is the inability of different brands of control system
components to communicate directly with one another, hampering integration of control
systems.

This problem is being addressed by others in this field in several ways. In one
approach, developers have built custom systems that communicate with common
protocols. In this type of arrangement, the development of all the software components
of each system level is based upon the specifications of the operating agency. This
procedure allows the communications compatibility issue to be addressed in the
development stage of system design.

An example of this type of system is the INFORM System. This system, under
refinement by the New York State Department of Transportation, integrates the operation
of the state's freeway control system, several arterial signal control systems, and the
state's motorist information system. In the total system, all components are custom built
under specifications developed by the state, and thus the communications aspect is
addressed. [8])

Another method of integrating systems is to develop specifications for providing
communications among the various control components and persuade the manufacturers
of these control components to modify their systems to meet these specifications. This
approach has been used in the development of the MIST System.

The MIST System (Management Information System for Traffic), developed by
Farradyne Systems, Inc. (FSI) in conjunction with Traffic Control Technologies (TCT),
specifies the communication methods to be employed by each component. The MIST
system is essentially the third level, or off-street component, of the control system. The
MIST component is designed to communicate directly with the on-street, local control

component. In this system the on-street master component is not used. Because TCT is a
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controller manufacturer, there was no problem in establishing communications to its
components. It has also been successful in establishing communications with three other

models of control equipment. [9]

INTEGRATION BENEFITS

In past signal control systems, the ability of signal controllers to collect and store
traffic data was either very limited or nonexistent. Traffic signal controllers were motor
driven devices that allocated green time to each movement in a pre-determined pattern,
without the use of vehicle detectors or sensor inputs. In these systems no data were
available to collect or share.

As computer technology has advanced, so has traffic signal control technology.
With today's signal control systems, the operator has an assortment of capabilities at his
or her disposal. However, these capabilities remain within the confines of each system,
without the mechanism necessary to enable the data to be exchanged.

There are significant benefits to developing a system that provides these
information sharing capabilities. They range from simply providing a mechanism for
transferring traffic information between different jurisdictions or different sections within
the same agencies for record keeping purposes, to providing centralized monitoring and
control capabilities for corridor or region-wide control. If this integration system were to
provide real-time data exchange capabilities, traffic data from one system could be used
to determine control parameters on another system. Where arterials crossed control
system boundaries, control system data could be exchanged to enable coordinated

operation of these independently operated facilities.

INTEGRATION SYSTEM CONSIDERATIONS
The Seattle area comprises many local jurisdictions. Within their geographical
boundaries, the responsibility for traffic signal operations is commonly retained

separately by each of the jurisdictions. There are exceptions to this condition, the most
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common being near Interstate 5. Within the limited access boundaries of Interstate 5, all
maintenance and operational responsibility lies with the Washington State Department of
Transportation (WSDOT). Traffic signals located at freeway ramp terminals lie within
the limited access boundaries and thus are operated by WSDOT.

In a previous stage of this project, representatives from the various local agencies
were contacted and questioned regarding their interest in traffic signal control system
integration. In summary, most agencies were interested in receiving waffic data and
control information from neighboring traffic signal systems in an automated, or "on-line,"
fashion. Interest, however, decreased when the discussion turned to a regional
supetvisory system that would provide control over their individual signal systems.
Jurisdictional autonomy and control was a common concern. Where arterials crossed
jurisdictional boundaries, the ability to know and exchange coordination plan information
among the operating agencies was considered desirable. However, the agencies felt that
control plan development and implementation decisions should be left to the agency
directly responsible for the operation. Many of the agencies responsible for roads near
Interstate 5 and Interstate 405 indicated an interest in the ability to receive traffic

information from the WSDOT freeway management computer. [2]

NTROL EQUIPMENT CONSIDERA N

In meeting their responsibility for providing traffic signal operations, different
jurisdictions and local agencies often develop preferences for specific types or vendors of
traffic signal control equipment. These preferences may develop from past experiences
with particular products, from the desire for uniformity for maintenance purposes, or
from a commitment to provide area or agency wide control and monitoring capabilities.
As discussed in the preceding chapter, the operational capabilities of most current traffic
signal control equipment are similar among the various makes and models; therefore,
equipment features do not necessarily dictate the selection process, and a variety of
similar but incompatible control systems are in place.
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The selection and installation of traffic signal control equipment designed to
provide area or agency wide control and monitoring capabilities represents a considerable
investment by the operating agency. The cost of bringing a single intersection on-line
can vary from approximately $3,500 to replace a controller to over $20,000 to install a
complete cabinet (comprising the controller and other peripheral components). With the
installation of central control hardware and software and the necessary communications
network, the investment to an agency can easily exceed several hundred thousand dollars.
In the Seattle area, the majority of jurisdictions that are responsible for operating their
signal systems have made this investment and are operating their signals in this "closed
loop” fashion (i.e., all signals are interconnected to form a single system).

Agencies that have already invested in these types of signal systems are unlikely
to welcome the idea of system integration if it requires significant modification to their
systems. Therefore, for an integration system to be acceptable, it must be able to
communicate with a variety of traffic signal systems without requiring significant

modifications to these independent systems.

ER ERATIL
The preceding discussion identifies some of the parameters that must be
considered and addressed before a method of integrating the operation of independent

control systems is developed. In summary, for an integration system to be acceptable to

operators of independent control systems, the integration system must have the following

features:

. the ability to communicate with existing, "off the shelf” traffic signal
control systems without requiring substantial modifications to these
systems,

. the ability to utilize features already available in signal systems, again

without significant modifications to these existing systems, and
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. the flexibility to allow each agency to define the data that its control
system is to receive, including data content, format, source, and time

increment.

An integration system that could accommodate this type of flexibility could
provide a wide variety of services or functions that a multitude of operators might define.
Depending on the desires of each agency, this system could be designed to provide one
user with traffic condition or control data during certain operating hours, and provide a
second user with information only when a pre-defined condition was met. Levels of
control could also be user defined. One user might elect to receive specific control
messages that would result in automatic implementation, while another user might be

interested in receiving only control recommendations.

SYSTEM HARDWARE STRUCTURE

The features described above could be provided in a number of ways. Designated
personnel could be assigned the task of monitoring each control system and notifying
other agencies when a pre-defined condition was met. Data could be retrieved in hard
copy format and exchanged. This type of system would have a low initial cost and would
require no modifications to existing control systems; could provide the ability to respond
to otherwise unknown or undetectable conditions; and could still provide each operating
agency complete control over the operation of its own system. The obvious drawback to
such a system is the long-term cost of providing the necessary personnel. Response time
could also be a problem, particularly if multiple users had to notify several other agencies
on the basis of different criteria or circumstances. Because traffic conditions can change
quickly and control systems often require time to transition between control plans, the
earliest possible notification would be necessary to ensure that the desired control

strategy was implemented to meet the forecasted conditions.

17



Another method would utilize computer technology to automatically perform this
function. This type of solution contains several alternatives in itself. In a distributed
intelligence system, each control system could be designed to communicate directly with
several other systems, transmitting and receiving information as defined by each
respective user. With this type of structure, all the integration parameters would be
resident within each signal control system. The primary advantage of this type of system
structure is that it would provide an automated system. Once established, this system
could operate without the need for continuous monitoring. The response time would also
be better than that of a manual system. Each jurisdiction would retain complete control
over its specific operation; however, each user would be dependent upon the other
Jurisdictions for information from their systems. The negative aspect of a system of this
type is primarily the cost of modifying each of the control systems. Each system would
have to provide the operating parameters specified by all potential users. Because the
majority of systems are "off the shelf,” all modifications would have to be provided by
the system manufacturers.

Another alternative of the automated, computerized method follows a centralized
intelligence structure. In this configuration, a dedicated "server" computer would provide
the majority of the integration functions. All systern data would be transmitted to the
integration computer from each of the independent control systems. Each Jurisdiction
would be responsible for determining the type and source of information it was interested
in, as well as for defining the conditions for which this information was to be transmitted.
Each user would determine how it would use the information received. This type of
system structure would provide the same types of benefits as those of the distributed
intelligence system. Additional benefits include fewer required modifications to each
jurisdiction’s control systems. Because each agency would define the functions of its
own system, systermn modifications could be minimized to involve only the desired or

available functions.
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Negative aspects of this type of integration system structure are the need to
purchase additional computer hardware, the development of the necessary integration
software programs, and the determination of the central integration system operator. In
addition, modifications to existing signal control systems would still be necessary.
However, these modifications could be minimized to involve automation or remote

access of features already available in the existing systems.

SYSTEM COMMUNICATIONS

Further alternatives exist for determining the appropriate system level or system
component in which to implement communications among control systems. As discussed
earlier in this chapter, most existing traffic signal control systems contain three levels of

control or supervision:

. the local intersection controller,
. the on-street master controller, and
. the central supervisory/monitoring computer.

In the distributed intelligence system, the majority of data collection functions, as
well as intersection control functions, would be performed at the local intersection
controller level. The on-street master would aggregate data collected from the local
controllers, and if requested, transmit these data to the system central computer. The on-
street master would also perform system wide control functions.

Communications would occur between each level of control within this defined
hierarchy. In other words, local intersection controllers would be capable of
communicating through the on-street master controller to the system central computer,
and in some cases directly to the system central computer.

Because communication capabilities would be provided at each of the three levels
of signal system control, a computerized integration system could theoretically
communicate directly with any of these levels. For practical purposes, however, direct
communication with each local intersection controller is probably not desirable. Because
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data collected by each of the interconnected local controllers could be transmitted to and
collected and retained by the on-street master controller, the integration system would not
have to communicate directly to each local intersection controller. Also, the cost of
providing communications capabilities to each intersection would be considerable.

Communicating directly to the on-street master level of the control system seems
to be a viable alternative. Because all of the data collected by the local intersection
controllers ultimately is stored by the on-street master, this seems to be the logical link
for the integration system to utilize. However, there would be hardware and software
constraints associated with "off the shelf" control systems.

In most of the existing systems the on-street master controller hardware is
designed to provide communications to the local controllers and the system central
computer only. In these cases, the features required to provide the third communications
access would likely not exist. Modifications to customize this hardware could be
considerable. Use of existing communications ports would require the manufacturer's
source code, which, as discussed in Chapter 2, is not routinely provided. In addition, use
of an existing communication port for integration purposes would likely render other
control system features inoperable.

The central system computer provides another alternative communications link.
In most existing signal systems the central control component is designed to operate on a
"standard," IBM compatible desktop personal computer. In these cases the signal system
supplier provides only the software, leaving the user to define the "add on” features of the
hardware system. One such "add on" might be a device that could facilitate additional
external communication requirements.

This does not méan that the software would necessarily support this additional
channel of communications, and in fact, most systems probably would not. The central
system program is typically designed to accommodate the communication devices

necessary for providing existing system features. Because the introduction of the
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integration system would represent a customization or add-on feature to existing signal
control systems, modifications to these systems would be required to accommodate not
only additional communications requirements, but also access to control, data

accumulation, and system monitoring features. [3, 4, 10]

MANUFACTURERS' COMMENTS

Representatives of two independent traffic signal control equipment
manufacturers were contacted and questioned regarding these communication
alternatives. In both cases they recommended the central system for establishing external
communications. Common reasons for this recommendation included the following.

. External communications to the central system computer would not impact
existing internal system communications.

. Existing on-street master and local controller hardware and software
would not require significant modifications.

. The manufacturers' investment in their internal communications source
codes and protocols is considerable. The willingness of the manufacturers
to make this information available is unlikely, and at best, costly.

. The central system software is the signal control system component easiest
to modify or customize.

When asked about their preference for electronically achieving control system

integration, both cited the use of a stand-alone integration computer that would
communicate individually to each independent control system. The reasons for this

preference included the following.

. This alternative would minimize modifications to each central system
program.
. This alternative would better provide for future expansion of the

integration network.
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Both representatives indicated that their companies would be willing to provide
user specified modifications to the central system component of their respective systems

to accommodate the requirements of system integration.
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CHAPTER 3
SITE DESCRIPTION

Facilities were selected for demonstrating the integration system. These facilities,
located within the Seattle metropolitan area, consisted of the three primary north/south
travel routes between Snohomish County to the north and the city of Seattle to the south.

The immediate service area of this system lies primarily in unincorporated King
County. This 16-square miles area, zoned primarily for residents, has a population of
approximately 64,700. [11] These facilities also service southwest Snohomish County,
which has an estimated population of 150,000. [12] A map of this area is shown in
Figure 1.

" Each of these three facilities contains control systems that, before implementation
of this project, operated independently of one another. A map of these facilities is shown
in Figure 2.

A preliminary analysis of traffic volume data collected at the onset of this project
indicated a relationship among conditions on each of the facilities. However, this
interaction did not appear to be uniform. The general conclusions of this preliminary
study were that conditions on the freeway did impact arterial traffic conditions, and that
conditions on either arterial did impact freeway conditions. However, no direct
relationship between conditions on the two arterials was apparent. This inter-facility
relationship is discussed further in Chapter 7.

The following is a description of each of the control systems.

FREEWAY SYSTEM
The freeway section of the study area is a 4.5-mile section of Interstate 5. This
section of Interstate 5 is bounded by the Northgate area to the south and by 236th St.
S.W., just north of the King/Snohomish County line, to the north. The average annual
daily traffic on this facility is approximately 148,400 vehicles. [13]
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The geometry of the study section consists of three general purpose lanes and an
inside high occupancy vehicle lane in each direction. In addition, outside "add/drop"
lanes are located between various interchanges.

The primary peak directional flows on this facility consist of significant
southbound movement in the moming peak period (approximately 5,000 vehicles per
hour) and significant northbound movement in the evening peak period (approximately
6,300 vehicles). During each of these peak periods the reverse flows on this facility are
significantly lighter than the peak directional flows. The off-peak (mid-day) flows are
more directionally balanced. These traffic flow characteristics were estimated with data
collected in conjunction with this project.

Three freeway interchanges are located within the study section, as shown in
Figure 2. Freeway access provided by these interchanges is monitored and controlled by
the Washington State Department of Transportation’s (WSDOT) freeway surveillance and

control system. The ramp controls at each interchange are shown in Figure 2.

ARTERIAL SYSTEM

The demonstration system incorporated two independent arterial facilities. Each
arterial runs parallel to Interstate 5. SR 99 (Aurora Avenue North) is west of I-5, and
SR 522 (Bothell Highway) is to the east.

Both SR 99 and SR 522 are classified as primary arterials. Development along
each arterial is typically strip development, with little or no access control. For both
arterials, channelization consists of two general purpose lanes in both directions, with a
discontinuous two-way left-tum lane in the center.

Traffic conditions on both arterials are primarily peak direction oriented. In the
AM peak commuting period, traffic flows are predominantly southbound, while during
the PM peak commuting period the northbound flow is primary.

The average daily traffic is approximately 32,000 vehicles per day on SR 99 and
60,500 vehicles per day on SR 522. [13] Traffic flows on each of the arterials are
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considerable during the peak commuting periods. The average weekday peak directional

traffic flows, based upon data collected in conjunction with this project, were estimated

as follows:
SR 99: AM (5B) - 1600 vph PM (NB) - 1650 vph
SR 522: AM (SB)- 1950 vph PM (NB) - 1640 vph

Significant delays occur on each arterial during peak conditions. This delay is
primarily the result of demand approaching or exceeding the capacity of the respective
arterial. This condition may have affected the accuracy of the vehicle counts. (Collecting
traffic data during severe congestion may cause the counters to undercount the actual
demand on the facility.)

Each arterial study section consists of seven signalized intersections. All
signalized intersections are fully actuated. Both signal systems contain on-street master
controllers. In the current level of operation, these on-street masters are used only to send
out coordination plan commands, as well as clock updates. All on-street communications
between individual intersections and the on-street master are accomplished with state-
owned, twisted pair communications cable.

Through leased telephone lines, each on-street master controller communicates
directly with the off-street arterial central computer.

The distances between signalized intersections vary considerably on each arterial.
On SR 99, the minimum distance between signals is approximately 1,350 feet, and the
maximum distance is approximately 4,040 feet. On SR 522 the minimum signal spacing
is approximately 1,000 feet, and the maximum signal spacing is approximately 4,200
feet.

The SR 99 traffic signal system contains the signalized intersections located at

. North 155th Street,
. North 160th Street,
. North 175th Street,

27



. North 185th Street,

. North 192nd Street,
. North 200th Street, and
- North 205th Street.

The SR 522 traffic signal system contains signalized intersections located at

. Northeast 165th Street,

. Northeast 170th Street,

. SR 104 (Ballinger Way),

. 61st Avenue Northeast,

. 68th Avenue Northeast,

. 73rd Avenue Northeast, and
. 80th Avenue Northeast.

Each arterial system operates in the coordinated mode throughout the day
(6:00 AM to 7:00 PM). Coordination plans are developed off-line on the basis of
previous traffic data. Both arterials operate in a time-based mode, in which coordination

plans are changed at preset times of the day.

CONTROL SYSTEM OPERATIONS

The control systems utilized by this demonstration project contained components
commonly found in systems designed to provide their respective capabilities. This
section discusses the operation of each of these systems, as weil as their capabilities, as
they relate to the objectives of this project.

Freeway Contro} System

The Washington State Department of Transportation is responsible for the
operation of the freeway systems throughout the state. In the greater Seattle area the
Department utilizes a freeway control system, referred to throughout this report as the
FLOW system, to provide access control to the freeway system. This system operates
throughout the freeway study section defined by this project.
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The structure of this system relates to that of the two-level system described
previously in this chapter. The two levels of control consist of the on-street, local control
level component, and the off-street, centrai system control component. The mid-level
component, referred to as the on-street sub-system level, is not employed by the FLOW
system.

The on-street control components of the FLOW system consist of "Type 170"
control hardware utilized as ramp meter stations and data collection stations. The ramp
meters are located on the freeway on-ramps. These meters control the volume of traffic
allowed to enter the freeway. Each ramp meter station contains traffic sensors (typically
6' x 6' induction loops) located in each mainline lane upstream and downstream of the on-
ramp merge area. These loops are located on the on-ramp as well. From these sensors,
lane volume, occupancy, and speed data are collected and used to determine metering
rates.

In addition to the ramp meters, data stations are located at various points
throughout the study section. These stations also collect volume, occupancy, and speed
data on each main line lane.

Both the ramp meter stations and the data collection stations transmit the collected
data to the central system computer. This central mainframe computer provides system
wide control capabilities.

Essentially, two types of control strategies are employed in this system, localized
control and bottleneck control. Under localized control, each ramp meter calculates its
own metering rates on the basis of conditions identified by its own local detectors. These
control decisions are made independent of conditions upstream or downstream of its
detection zone.

The term bottleneck refers to the deterioration of conditions within an isolated
freeway section. This deterioration may be due to demand that approaches or exceeds

capacity, an incident, or roadside construction or lane closures. Under bottleneck control,
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metering rates for each ramp meter are determined by the central mainframe computer.
Under this control strategy, meter rates for each ramp meter are set to optimize the flow
of traffic along the entire freeway section. This system identifies the formation of a
bottleneck within the system and adjusts the metering rates of the upstream on-ramps to
alleviate this down-stream condition.

This system can operate under a combination of these two control strategies.
Individual on-ramps can be operated in localized control. Under this condition, these
locations would continue to transmit data back to the control processor, enabling the
remaining meters to continue to operate in the bottleneck mode. This is typically done
when extreme conditions at an individual ramp are encountered. Because the localized
control mode allows the metering rate to be based on demand at.the individual on-ramp,
an unusually high on-ramp demand can be accommodated under this mode of control.
The metering rates downstream of this location can then be adjusted on the basis of
bottleneck control. Removing an on-ramp from bottleneck control requires the operator
to manually enter a command to the individual station. If system communications are
lost, all on-ramp meters revert to localized control.

Communications between the central mainframe computer are facilitated by both
state-owned cable systems and leased phone lines. The Department developed the
software specifications for each component of this system and thus owns the source code.
As a result, communications protocols will not be a problem when system expansion is
required,

Arterial Contro] Systems

The Washington State Department of Transportation is responsible for the
operation of two significant signalized arterials within the project study area. Both of
these arterials' traffic signal systems utilize similar control equipment, share the same
system structure, and are in fact under the direction of the same "off-street” control

component.
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The arterial signal system controlling these arterials utilizes the three levels of
control concept described previously. In this system, Type 170 traffic controllers provide
local intersection control, as well as on-street master control. The off-street component
utilizes a desk-top microprocessor (IBM compatible) as the arterial central computer.

The software employed at each level of control is "off the shelf” software
developed and marketed by a private company. The Department purchased the rights to
use this software, but it does not own and, therefore, does not have access to the program
source codes.

In this system the local controller contains all control parameter information
necessary to operate the intersection in either a free, non-coordinated mode of operation
or in a coordinated, system type of operation. From this standpoint the local controller
can operate completely independently of the other two levels of control.

Two-way (full duplex) communication occurs between the on-street master
controller and each local intersection controller at a frequency of once every two seconds.
This communication is facilitated by state-owned, twisted pair communications cable.
Each interaction consists of status reports and traffic data reports (volume and occupancy)
generated by the local controller and transmitted to the on-street master, and coordination
plan implementation commands and clock updates generated by the on-street master and
transmitted to the local.

In this system the on-street master controller performs primarily as a data and
communications buffer between the local controllers and the arterial central computer.
Although coordination plan implementation commands are issued by the on-street master
controller, each local controller has the ability to implement a back-up schedule in the
event of a communications failure. However, all traffic responsive operational
commands are issued solely by the on-street master. A communications failure renders

these features inoperabie.
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One on-street master controller is located on cach arterial. Both on-street master
controllers communicate directly to the arterial central computer via leased telephone
circuits. Communication between the arterial central computer and the on-street master
controllers consists of status reports and accumulated traffic data reports transmitted by
the on-sireet masters to the arterial central, and control commands, manually requested by
an operator, from the arterial central to the on-street masters.

As discussed in Chapter 1, the primary objective of this project was to provide a
link between the freeway's FLOW system and the arterial control system. The integration -
of these two systems should allow data sharing and the exchange of control parameter
information between the two systems. The following chapter discusses other work to

integrate the operation of independent control systems.
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CHAPTER 4
SYSTEM DESIGN

As discussed in Chapter 3, preliminary studies indicated a probable relationship
between traffic conditions on the three facilities. Because these were the three primary
north/south route choices for motorists in the corridor, a significant incident on any one
of these systems could divert traffic from that facility onto one or both of the other
facilities. To accommodate this atypical demand, a system was desired to detect an
incident on any of the facilities and, given the increased demand the incident would
create on the other two, change the control strategies on the affected facility(s). Thus,
any required change to a system's normal control parameters could be made before
demand increased, minimizing problems related to a large influx of traffic, particularly on

the arterials.

INTEGRATI YSTEM DESIGN P TER

The project's integration system electronically links the freeway surveillance and
control system and the two arterial traffic signal control systems. This link incorporates
features that provide the centralized monitoring and control modification capabilities
required to address the conditions described above. The parameters used in developing

this system were as follows.

. The integration system should allow automated monitoring of traffic data
from each of the three control systems. This capability should utilize the
data collection ability already available in each of the three systems.

. The integration system should be able to analyze these data "on line,"
determine the need for control parameter modifications, and change the
control parameters of the appropriate system by utilizing each system'’s

pre-existing capabilities.
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. The integration system should operate on a low cost hardware system
(microcomputer).

. The integration system should utilize data collection and system control
features already available within each of the independent control systems
with minimum modifications to these systems.

. The integration system should allow individual jurisdictions to maintain
control of their own facilities.

This project’s integration system was intended to accommodate these goals.
Designed to operate on a desktop computer, the integratiofl system provides area-wide
control capabilities by communicating directly to multiple, independent control systems.
The integration system gathers information from each independent systern and has the
ability to determine when new control plans shoﬁld be implemented. However, the
choice of control plans was left to each jurisdiction, and the system was designed to

implement those plans onty under conditions agreed to by the cooperating jurisdictions.

TE TI A

The integration system developed for this demonstration project consists of three
primary components. The complete system architecture is shown in Figure 3. This
figure illustrates the primary elements of the integration system, as well as the peripheral
components of the on-street control systems.

Two of the components, the freeway system central mainframe computer (FLOW
system central) and the arterial central computer, are fundamental elements of existing
independent control systems. These two systems were operating before the start of this
project. The third component of this project, the integration computer, was added as part
of the integrated traffic control system. This component acts as the link between the two
existing control systems.

The integration system was designed to minimize computer hardware
requirements. Utilizing an IBM compatible desktop microcomputer, the integration
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system conducts all its functions with standard hardware capabilities. The computer used
for this project was an IBM AT. The computer was equipped with 512 kilobytes of
RAM, 40 megabytes of fixed drive storage, and two external floppy disk drives. External
interface devices included two serial communications ports and a single parallel port, No
hardware modification or customization of this computer were required, with the

exception of the LAN card installation discussed later.

INTEGRATION/CONTROL SYSTEM INTERACTION

The integration system was designed to interact directly with external control
systems. This required establishing direct communications between the integration
computer and the FLOW system central computer, as well as between the integration
computer and the arterial central computer. This communications capability allows
interaction of control capabilities and data collection across independent systems. The
following sections describe the interactions that occur between these systems, as well as
the communications methods used for this project .

Flow System

As discussed earlier in this report, the WSDOT FLOW System consists of a
central mainframe computer and multiple subsystem field computers, referred to as data
stations. The principle functions of the FLOW system are to collect and analyze freeway
data and, from these data, determine proper ramp metering rates.

In this system the data stations (typically Type 170 controllers) act primarily as
data accumulators. Their primary functions are to collect and transmit vehicle data
(volume, occupancy, and in some cases speed) to the FLOW system central. These data
are obtained with vehicle detectors (induction loop type) located in the roadway surface.
The data are transmitted to the FLOW system central in 5-second intervals.

The FLOW System central receives and aggregates the data from each field
computer. Metering rates for each on-ramp are then calculated on the basis of both
localized and downstream freeway conditions when the ramp meter operates in the
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"bottleneck” mode. Under "local” operations, the data stations, which also operate as
ramp metering controllers, calculate the metering rates on the basis of localized
conditions only.

The FLOW system central computer is able to aggregate and write data to a
buffer. The operator specifies the data stations to be included in the data set. The central
computer provides a total directional volume and an average lane occupancy for each
station. For this demonstration system, 26 freeway data stations were selected
(13 northbound and 13 southbound), all located within the study area. In addition, four
arterial data stations were used, two on SR 99 and two on SR 522. The central
mainframe computer collects data from these stations at a frequency of once every
5 seconds and then aggregates these data into 5-minute intervals. These data are then
written to a buffer location.

The FLOW system central also has the ability to read data sent to a buffer from an
external source. This function can be used in conjunction with a command to a data/ramp
metering station to drop out of the "bottleneck” mode. When this occurs, the selected on-
ramp reverts to the "local” mode, resulting in a less restrictive operation (higher metering
rate).

* By using these available buffers, the integration computer can send and receive
data to and from the FLOW system central. The physical connection between the two
computers is a standard RS-232 hardware link. Customized code was written for the
integration program, as well as for the FLOW system central, to facilitate this connection.

Data received from this buffer include

. time of day,

. data station identification,

. total 5-minute volume, and

. average occupancy over the 5-minute interval.
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The FLLOW system central automatically updates this buffer every 5 minutes.

In addition, the FLOW system computer continuously scans a buffer to find an
externally generated control string. This function is included in the custom
communication code mentioned previously. The control string contains the integration
computer's recommended mode of operation (bottleneck or local) for each ramp meter
station. Upon detecting this control string, the FLOW system computer deciphers the
code and changes the operating modes of the specified ramp metering stations.

Once a control string has been sent, the integration computer continues to resend
the control string to the buffer in 5-minute intervals until a “revert to norma! operations"
command is sent.

The FLOW computer continues to scan the buffer for updated control commands.
If the FLOW computer has received and implemented a control command but has not
detected an updated command for more than 10 minutes, the FLOW computer will
automatically reset its operations to normal (bottleneck).

Arterial Central Computer

The arterial central computer is responsible for monitoring the operations of the
two signalized arterials. In its normal mode, the arterial central does not direct the
operation of either arterial. Instead, it acts only as a system monitoring, data collection,
and storage data device.

Arterial operations are directed by the on-street control devices. For each of the
two arterials, these devices consist of a single, on-street master controller and local
intersection controllers located at each signalized intersection.

Two primary modes of intersection control are used at the two arterials. These
modes are referred to as "free” operations and "coordinated" operations. Under free
operations, each intersection operates under isolated, fully actuated conditions. Cycle
length and movement timing allocations are based entirely upon conditions at intersection

and within the constraints of predetermined timing parameters.
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Under coordinated operations, each intersection operates within a predetermined
coordination plan. Each plan comprises a common cycle length, movement timing
allocations, and an intersection offset. All of these timing parameters for each
intersection are stored at the respective local controller. Each local controller has the
ability to store up to 15 coordination plans.

The primary role of the on-street master controller in arterial operations is to
determine which coordination plan should be implemented. In the case of these two
arterials, the plan is determined solely by time of day.

With the arterial central computer, the operator is able to manually override the
control directives of the on-street master controller. In other words, the operator, through
the arterial central computer, can implement a coordination plan that would not normally
be implemented under the on-street master's regular operations schedule. However, this
plan must still reside at each of the local controllers. Free operations can also be
implemented in this manner. When operations are manually overridden, the implemented
control plan remains effective until the override function is removed or a new plan is
manually implemented.

The arterial central manual override function was modified specifically for this
project. The modification was required so that the function could be automatically
implemented on the basis of externally generated commands. These commands exist as
externally generated files written to the arterial computer's hard drive. Each file includes
an identifier that specifies the intended on-street master, a coordination plan (or free
operation) to be implemented, and the appropriate offset.

The arterial central computer scans its hard drive each minute to find these files.
When one of these specially named files is detected and the command is executed, the file
is deleted from the drive. The implemented command remains effective at the on-street
master until the arterial central detects a new file that commands the system to revert to

normal operation.
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Each local controller is also able to record volume and occupancy information.
These data are obtained from detectors (induction loops) in the roadway. Data from
loops assigned as system detectors are collected and summarized at a pre-defined
interval. At the end of each interval this summary is transmitted to the on-street master
controller. Up to 16 detectors can be assigned as system detectors for each local
controller. However, no more than 32 system detectors can be assigned for each on-street
master controller. These system detectors are designated at the on-street master as either
in-bound detectors or out-bound detectors. Thus, a maximum of 16 in-bound detectors
can be assigned, and a maximum of 16 out-bound detectors can be assigned for each
on-street master controller.

A new data collection function was written into the arterial central program
specifically for this project. This function allows the operator to program the arterial
central computer to automatically upload the system detector data from each on-street
master controller at pre-defined intervals. The operator schedules these uploads to occur
throughout a given period on a specific day. The interval between uploads can be
specified in increments of 1 minute. Up to 16 time periods can be scheduled in advance
for each on-street master controller. Thus, if each time period is one day, 16 days of
uploads can be scheduled for each arterial.

Once uploaded, the data are stored on the computer's hard drive under a unique
file name for each arterial (e.g., field.xxx, where xxx designates the on-street master from
which the data were received). This file is replaced each time a new set of data is
uploaded from the respective on-street master. As a result, this file always contains only

the data received by the most recent upload.

Both on-street master controllers communicate directly to the arterial central
computer at the TSMC via dedicated telephone circuits. Communications between the

arterial central computer and the on-street master controllers include system status reports

40



and accumulated traffic data reports from the on-street masters to the arterial central, and
manual control commands from the arterial central to the on-street masters.
Communications between the integration computer and the arterial central
computer are accomplished with an "off the shelf" PC networking program. Interaction
between the integration computer and the arterial central computer consists of file writing
and reading to and from the hard drive in the arterial central microcomputer. The arterial
central program receives volume and occupancy data from each of its field masters and
writes these data to separate files for each field master. The integration program reads
and deletes these files and writes separate control files for each field master. The arterial
central program reads these control files and implements the desired commands. These

functions are repeated at operator assignable intervals.

INTEGRATION PROGRAM

This section describes the integration program developed specifically for this
demonstration project.

Program Tasks

The integration program, written in the C programming language, has three basic
tasks. These are as follows:

+ receive and store detector data from each control system,

» perform algorithmic functions with these detector data to determine the need

for control parameter modifications for any of the control systems, and

«  transmit control parameter commands to respective control systems.

These three tasks, although performed sequentially and separately, are clearly
interdependent. To provide the ability to perform these tasks, the research team had to
define a required sequence of the events. The following section describes this sequence.

Sequence of Program Events

The program sequence of events takes the form a continuous cycle that is repeated

at a consistent, predetermined interval. The duration of each cycle is determined by the
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desired length of the data collection time slices. For the purposes of this demonstration
project, the selected time slice increment, and thus, the duration of the event cycle, was
5 minutes.

Data Interval Selection

The selection of 5-minute time slices was based on two factors. First, a short
response time was necessary for determining the occurrence of severe congestion on any
of the three facilitics. Second, the data time slice interval had to be long enough to filter
out short but intense fluctuations in traffic that might occur under normal conditions. For
the freeway system, a relatively short interval (1 minute) might meet both of these
criteria. However, for the two arterial systems, a longer interval would probably be
required because platooning would cause fluctuations in arterial conditions.

Within each complete signal sequence, arterial conditions fluctuate considerably.
A data interval obtained while the mainline was being served would likely differ
considerably from an interval obtained while the side street was being served. Therefore,
the minimum data time slice interval should be at least equal to the traffic signal cycle
length, and ideally equal to a multiple of the signal cycle length. The signal cycle lengths
vary widely threughout the day on the two arterial systems. The peak hour coordination
plan cycle lengths are about 150 seconds. However, because these cycle lengths vary by
time of day, a data time slice interval was selected that would last at least two complete
signal cycles. The result was the 5-minute time slice interval.

Integration Program Event Sequence

The primary events that occur each integration program cycle (every 5 minutes)
and the sequence of these events are described below.

1. Upload data. The traffic data accumulated during the current period are

collected by the integration computer from each of the control systems.
Three buffer locations, one for each control system, are maintained by the

integration computer. The most recent set of data received from each
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contro! system is placed in its respective buffer. This event comprises two

communications functions.

A. Upload arterial data. This function checks for field master data
files on the arterial computer's hard drive. If either of these files
exist (there were two possible files in our demonstration project),
they are copied into the integration computer's buffer. Transferred
data files are then deleted from the arterial computer's hard drive.

B. Upload FLOW system data. The FLOW system's mainframe
computer is queried for the most recent 5-minute data set. If ready,
these data are transferred and loaded into their buffer location on
the integration computer.

Scroll the data. The data from each control system are stored in one of
three possible locations. Each of the locations contains one period of data.
For this demonstration system, there were nine data storage locations, or
three locations per control system. Because the data are collected in
5-minute time slices, 15 minutes of data are held for each system at any
time. The purpose of the scroll function is to move the file pointer to the
location that contains the oldest 5-minute period of data. These data are
then replaced with the newest set of data (the data currently held in the
buffer).

Process control plans. This function processes any control plans specified

by the operator. A discussion of the functions involved in this event

follows this section.

Transmit control modification request. Depending upon the outcome of

Step 3, system control modification requests may or may not be set to

freeway and/or arterial control systems. However, if a control

modification is sent to any of the three systems, the request is repeated
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every program cycle until the condition that required the request no longer
exists.
As mentioned previously, each of these stcps occurs each 5-minute integration system
cycle. Following completion of the cycle, the process is repeated.

The integration program establishes its 5-minute cycle on the basis of time of day.
Each cycle begins on an even 5-minute interval, as determined by the integration
computer's internal clock. The integration program requests a clock update from the
FLOW system computer each cycle and uses this time to update its own internal clock.
This procedure ensures that the two computers' clocks are synchronized, and thus, that thé
database of the FLLOW computer will be updated and ready to transmit when the
integration computer sends its request for data.

The integration program is designed to run continuously. However, as discussed
in the next section, all system control parameters can be implemented by time of day and
by day of week. This feature allows the operation to be directed at peak hour traffic
conditions, as well as at general, non-peak related operating conditions.

System Control Plans

The primary objective of traffic control system integration was not just to
electronically communicate with and automatically extract traffic data from independent
traffic control systems, but also to implement control strategy modificﬁtions to these
systems on the basis of those data. Consequently, system control capabilitics were
developed and incorporated into the integration program to utilize these new
communication and data collection capabilities.

In addition, the individual system operators needed the ability to control the plans
that were implemented. Therefore, as described above, the integration computer only
sends control codes that implement a control plan. Those codes do not specify the
parameters within the plan. If the traffic control system operators want to change the

timing plans associated with that control code sequence, they have that option.
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In this manner, the integration system allows multiple control systems to work
together, while the system operators still have *“control” of the individual systems.

System Control Plans - Basic Parameters

The integration program allows the operator of a participating control system to
define system control plans that can modify the operation of any of the three traffic
control systems. The decision of whether to modify an operation is based on traffic
conditions, as interpreted from the data received in Step 1 of the program sequence,
described above. In the case of a multi-jurisdictional system, each agency must agree to
the conditions that would necessitate implementation of alternative control plans. For the
demonstration system, all control systems were operated by WSDOT District 1.

Each control plan contains information specific to the control system for which it
is directed. This information includes the control system identification code and the
control string to be sent. Additional information includes the starting and ending times
that the plan should be active. The days of the week (Sunday through Saturday) for
implementation are also selectable.

S Control Plans - Traffic Condition P

Three traffic condition parameters, or comparisons, are available for determining
whether to implement specific integration system control plans. Each of these
comparisons utilizes data station volume and/or occupancy data, or in the case of the
arterials, volume and occupancy data from signal system detectors. Thus six types of
comparisons can be made--three using volume data and three using occupancy data.

These comparisons include volume or occupancy data compared with specific
constant values, volume or occupancy data compared with similar data from another timé
period, and volume or occupancy data compared with data from other locations. These
comparisons are explained in more detail below. The comparisons can also be made in
combination (i.e., volume and occupancy values must be exceeded to indicate a specific

condition). This flexibility was designed into the system to ensure that participating
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Jurisdictions had sufficient control over the conditions that the integration system uses to

determine “congestion.” For the demonstration project, congestion occurred when

volume and occupancy leveis exceeded preset threshold values.

Once a condition has been detected that requires a response by the integration

system, the integration program transmits a control string to the designated control

system. The operator may also specify, as an additional prerequisite, a required number

of consecutive periods that the plan conditions must be met before the control string is

implemented. This gives the operator a greater level of confidence that the condition is

really congestion, rather than just a temporary reduction in traffic performance.

The conditions or comparisons that may be defined for each plan are as follows.

A.

Single Period Station Volume or Occupancy Comparison, For this

parameter, an individual data station or arterial signal detector is
identified, and a threshold value is assigned to it. When the threshold
value has been exceeded, the condition is met.

Station Volume or Occupancy Change Over Time. For this parameter, a
data station or arterial signal system detector is identified, and the data for
the current period are compared with those of a past period (5 or
10 minutes previously). In setting up this condition, the operator identifies
the station location, the differential threshold, and the previous period for
comparison. If the difference between the two periods’ data is greater than
the threshoid value, the condition is met.

Single Period Station to Station Volume or Qecupancy Differential, For
this parameter, two data station or arterial signal system detectors are
identified, and the data from the two locations are compared. In setting up
this condition the operator identifies the first and second station locations

and the data differential threshold between the two stations.
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In establishing a system control plan the operator may select and define one or
more of these conditions, or multiple definitions of the same condition. When multiple
conditions are defined for a single system control plan, all of the defined conditions must
be met before the plan may be implemented. In addition, these conditions can apply to
one or more traffic control systems. This allows conditions on one facility to affect one
or more integrated systems without having the same impact on all of the connected
systems.

System Control Pians - Implementation Parameters

The operator may define a minimum number of periods that the plan must remain
effective, if the plan is implemented. This feature is included to address concerns
regarding arterial operations. When the signal control system changes traffic signal
coordination plans, it enters a "transition period." During this period (typically 1 to
3 coordination plan cycle lengths), each intersection controller makes timing adjustments
necessary to accommodate the new cycle length and offset value, and traffic signal
synchronization often deteriorates. By establishing a minimum number of periods that a
system control plan must remain effective, this deterioration can be minimized.

Once implemented, the system control plan remains in effect until one or more of
the following events occur:

. the time of day that the plan is available expires, or

. the traffic conditions defined by the plan are no longer met, and the

minimum number of periods that the plan must remain effective have
expired.

Control Plan Priori

Each system control plan is identified by plan number (1 through X). More than
one system control plan can be defined for a particular facility. If conditions for more
than one plan on a single facility are met, the plan whose conditions are met earliest takes

priority over the other plans and remain in effect.
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If the conditions for more than one plan on a single facility are met during the
same period, the plan with the lowest plan identification number takes priority and is
implemented (assuming no other plans for that facility are already in effect).

This prioritization scheme was adopted to allow different traffic flow conditions
to produce changes on the parallel facilities, while local control can be maintained over
the relative importance of those conditions. The research team adopted the operating
philosophy that once a timing plan has been implemented, that plan should remain in
effect until the conditions that warranted its selection have been alleviated. Because more
than one plan might be applicable at any one time, the prioritization scheme was adopted

to ensure an orderly selection between competing plans.

EXPANDING THE INTEGRATION SYSTEM

The demonstration system was designed to work with the specific WSDOT
control systems described above. However, the system design also provides for
expansion if other jurisdictions can add their traffic control systems to the integrated

control structure. To expand the system to other traffic control systems requires the

following:
. provision of communication capabilities to and from those systems,
. development of control codes to be sent by the integration system to the
new control system, and
. revisions (if needed) to the central computer program of the new traffic

control system to allow it to transmit traffic data to the integration system,
recognize the control codes sent by the integration system, and
automatically implement the plans identified by those codes.
To help other traffic control systems work in a more coordinated fashion, the project team
developed a draft standard that would allow these functions to be built into the central
programming portion of conventional “closed loop™ traffic control devices. This draft
document is included in the appendices of this report. Also included in the appendices is
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a draft document for cities purchasing new traffic control systems or system software so
that they can include these functions in their new systems.

In addition to adding the above functionality, the operator of the new traffic
control system must work with the operator of the integrated system (in this case,
WSDOT) to define the conditions under which the integration system should send control
codes to the new traffic control system. The operator must also determine the new traffic
control plans under the identified conditions. WSDOT must determine whether
conditions on the newly integrated facility warrant changed control plans on WSDOT
facilities. If this is the case, WSDOT must also determine how to identify those
conditions and the necessary changes in the existing control plans.

When the conditions for implementation are selected, the parameters that are
available from the existing control systems must be considered. The integration system
does not include traffic performance monitoring capabilities of its own. Instead, it relies
on the data collection functions that exist within the individual control systems. Thus, the
parameters used to identify “special” conditions must be currently available within the
existing control systems.

For the demonstration system, the FLOW system already provided volume and
occupancy data for use in detecting congestion. Most arterial systems do not have
vehicle detectors to provide similar levels of data collection. Therefore, the integration
system may have to rely on other types of data to detect the conditions when it should be
implemented. For traffic signal systems, these data might include the continued presence
of vehicles over a queue detector, or the inability of the existing signal timing plan to
clear all vehicles attempting to make a movement during one or more signal cycles.

The selection of parameters for implementing an integrated control strategy often
requires assumptions that are difficult to prove. For this project, the integration system

utilized volume and occupancy thresholds as the congestion measures to drive the system.
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Two assumptions provided the basis of this “threshold based" control strategy. These
were
. a relationship between traffic conditions on the parallel facilities does exist
during periods of extreme congestion; and
. extreme levels of congestion can be detected from volume and occupancy
data collected by the existing control system's detection systems.
The validity of these assumptions shouid be confirmed. However, as will be
discussed in the next section, problems associated with implementing the integration
system undermined this project's confirmation effort.

The topic of multi-jurisdictional integration systems is further explored in the next

chapter on implementation issues.
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CHAPTER §
IMPLEMENTATION

To implement the integration system described in the previous chapters, the
research team first had to develop the timing plans for the integration system to
implement and then calibrate the control parameters that would indicate when those plans

should be implemented.

INTEGRATION SIMULATION AND CONTROL PLAN DEVELOPMENT

To help develop timing plans and calibrate control parameters, the integration
program can store the data it receives from the arterial and freeway systems. Data for
each day (midnight to midnight) are stored in separate files. Multiple days of data can be
chained together with a simple DOS command and grouped, for example, into one week
or one month increments. The integration program can then use these files to simulate
actual conditions.

To use this system capability, the researchers connected the integration system to
the arterial central computer and the FLOW system and placed it in the data collection
mode. Arterial and freeway volume and occupancy data were then collected for several
months (as the control algorithm portions of the integration program were written and
tested) to provide a database for timing plan development and system calibration.

For the demonstration phase, the project team and WSDOT District 1 operations
staff decided that the system would be designed to change “normal” control system
operations only when “major” traffic problems occurred. With the idea that the
integration control plans should respond to only extreme congestion, the objective in
establishing control plan parameters was to define thresholds that would clearly indicate
severe conditions.

Lane occupancy is the measure WSDOT uses to define traffic conditions on its
FLOW system congestion map. This map identifies traffic conditions on freeway
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sections. Each section contains one data collection station. For this map display, an
occupancy rate of greater than 30 percent for 5 minutes defines severe congestion. Other
research has indicated that when occupancy is used to indicate traffic conditions,
congestion is typically associated with rates of 30 percent to 40 percent. []4]

These parameter values were also tested as a measure of “extreme” congestion for
the integrated system. To prevent congestion at a single point from indicating “extreme”
congestion, the control algorithm also includes distance, or length of the congested
section, in the control parameters by requiring that the congestion parameter threshold be
surpassed simultaneously at two adjacent data stations. Thus each control plan involves
two data stations. The stations of each plan overlap. For example, control plan 2 pertains
to I-5 southbound stations at N. 145th St. and N. 155th St., and control plan 3 involves
the same N. 155th St. station and also the N. 162nd St. station. In total, 18 stations are
involved in 16 control plans.

Because of incomplete arterial data and the difficulty in interpreting lane
occupancy data for arterials (vehicle platooning and queuing caused by signals make the
lane occupancy values from arterials very different from those on freeways), only
freeway conditions were examined for occupancy data. Data collected from September
through November 1991 were compared with various occupancy threshold values, and
the number of times a condition was met was recorded. The data were broken down into
two peak periods, and only weekday data were included. The AM period contained data
from 6:30 AM to 8:30 AM, while the PM period was defined as 4:00 PM to 6:00 PM.

When 30 percent occupancy was the threshold, the threshold condition for
congestion was met on 10 days in the AM period and 10 days during the PM period.
When this occupancy value was increased to 35 percent, the number of days that a
condition was met decreased to four days in the AM period and six days in the PM
period. Thus the 35 percent occupancy rate appeared to produce the number of responses

consistent with only the severest congestion.
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The average occupancy was calculated for each data station for which the
35 percent occupancy threshold was met. In the AM period, the southbound data station
at N. 165th St. most often met the control plan conditions. At this station, the average
occupancy for the defined time period was 16.7 percent, with a standard deviation of 6.9
and a sample size of 744 S-minute time slices. The 90th percentile occupancy for this
station was 25.0 percent, while an occupancy of 35 percent represented the 99th
percentile of the distribution. These figures seemed to support the use of a 30 to
40 percent occupancy rate as an indicator of severe congestion.

This same procedure was conducted for the PM condition. The data station near
northbound I-5 and N. 175th St. was examined further. The average S-minute occupiancy
during the PM period at this station was 26.4 percent, with a standard deviation of 11.3
and a sample of 744. The 90th percentile occupancy was 39.0 percent. This station, too,
seemed to fit the 30 to 40 percent occupancy rate definition of congestion.

Examination of the relationship between average and 90th and 95th percentile
occupancies of adjacent stations indicated that in some cases significant variation did
occur. A more accurate way to determine the correct threshold for each station might be
to select a percentile of the distribution, such as the 95th or 97th, and use the

corresponding occupancy value of each station.

EREEWAY AND ARTERIAL INTERACTION

Previous work had briefly examined the relationship between conditions on the
freeway and conditions on the arterials to determine any interaction. The results of this
work, although not conclusive, indicated that interaction did occur between the freeway
and SR 99, but only during extreme congestion on the freeway. On the other hand, the
relationship did not extend to SR 522, nor was any interaction evident between SR 99 and
SR 522.

To confirm these findings, data from arterial data stations were examined further

to determine whether a pattern could be discerned. Data collected from the arterial
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stations at the SR 99 intersection of N. 200th St. and at the SR 522 intersection of
N.E. 165th St. were examined for both the AM and PM periods. The average volumes,
standard deviations, and 90th and 95th percentile volumes were calculated. The 90th and
95th percentile volumes were then compared to the volumes attained on days that the
conditions of one or more congestion thresholds were met to determine the number of
5-minute volumes for that period that exceeded the respective percentiles. The results are
summarized in Tables 1 and 2, below.

Table 1. Summary of Arterial Data

Time Data Ave. Vol. Std,
Period Station Veh/ 5 min Dev. Percentiles
SB SR 53 @
AM N. 200th St 93 17.0
PM NB SR 99 @ | 196 31.1
N. 200th St.
AM SB SR 522 @ | 213 47.0
NE 165th St.
PM NB SR 522 @ | 85 18.2
NE 165th St -

Table 2. Comparison of Arterial Data on Days Control Plan Conditions Are Met

Time
Period

Data Station

Number of Intervals
Exceeded Using 30%
Occupancy Threshold /
# of Potential
Observations

Number of Intervals
Exceeded Using 35%
Occupancy Threshold /
# of Potential
Observations

Percentile Percentile

_ 20 95 . 90 95
SB SR 99 @ 30771 4/36 13/71 2/36
N. 200th St.
NB SR 99 @ 22/90 11/45 15/90 9/45
N. 200th St.
SB SR 522 @ 19774 10/37 274 1/37
NE 165th St.
NB SR 522 @ 28778 18/39 13/78 8/39
NE 165th SL-.-===- —
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As is shown in Table 2, on days when plan conditions on the freeway were met,
neither arterial appeared to experience a significantly higher increase in demand. The
resuits, while certainly not conclusive, do not support the existence of an interactive
relationship between freeway conditions and the conditions on either arterial.

The calculation of timing plans for the altemnative control plans (i.e., the plans for
extreme congestion) was difficult. Because most movements in the study area were at or
near saturation levels for much of the peak period, it was inappropriate to use existing
traffic volume counts as a measure of this increased demand. This is because these
volumes did not reflect increased demand on the facility when route shifting took place,
since volumes could not grow beyond saturation levels. (Essentially, once the facility
broke down, the volumes no longer reflected actual demand.)

To develop alternative timing plans, the existing design levels of traffic were
expanded by various factors between 5 and 15 percent. The impacts of these volume
increases on the optimal timing plans were then studied, and new plans (for the higher
levels of volume) were created. These plans were then loaded into the local controllers
under specific plan names so that they could be implemented as part of the integration

system.

INTEGRATION SYSTEM IMPLEMENTATION LIMITATIONS

To implement the system, the project team worked with BiTrans Corporation (the
firm that wrote the software that operates the two arterial networks) to define the
communications protocols and techniques described earlier in this report. As part of this
work, several alternative techniques were explored for connecting the integration
computer to the arterial central computer.

Because the communications between these two components consist of writing to
and reading from designated data files, the researchers thought that the capabilities of
conventional, microcomputer based local area network (LAN) firmware would suffice.

Two LAN technologies were selected, but both proved to be unreliable.
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The initial solution was simple disk sharing software called Desklink. This
software allows two computers, hooked together via RS-232 cabling, to share one hard
disk. This very simple LAN alternative appeared to be exactly what was needed, given
the selected method for transferring data and control commands between the integration
and arterial central computers.

Unfortunately, the Desklink software was not designed to give two computers
simultaneous access to one hard disk. More importantly, the Desklink software did not
support automated file locking (in which the software program prevents one computer
from accessing a file while another computer is using that file). As a result, difficulties
arose when both the arterial central and integration computers simultaneously tried to
access the same data file. When this occurred, an error message was sent to the second
computer (whichever computer requested access to the file last). This message
suspended the program running on that computer and required an operator response (a
keystroke) to reactivate the program.

By itself, the error message did not cause either the arterial central or the
integration computer software to “bomb.” However, the functioning of both programs
was interrupted until a key was pressed, and during that time, the integration system
ceased functioning. Because the system was not monitored by a WSDOT staff person,
this message could remain unobserved for several hours (and often several days.)

This situation was unacceptable. A variety of programming techniques were
investigated to prevent the two computers from attempting to access the shared files
simultaneously, including

. timing the two programs so that they requested information at specific but

different times,

. creating a file copying scheme to reduce the time during which the two

computers needed access to shared files,
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. creating a file locking scheme that circumvented the limitations in the disk

sharing software, and

. modifying the disk sharing software so that it sent a simple error message

that could be handled by the software rather than requiring a physical
keystroke.
Unfortunately, none of these solutions worked well enough to allow unstaffed operation.

The next solution was to employ a more complete LAN software system, rather
than using the disk sharing software. BiTrans selected the LANTastic network software,
and the project team tested it.

The problems that occurred were similar to the file sharing difficulties described
above. The programming errors differed, but the end result was similar: an interruption
in the integration system until an operator responded.

Program interruptions under the LANTastic system were less frequent than under
the Desklink system, but the interruption still required operator input to resume system
operations, and the system interruption suspended all integration system operations,
including data collection and the implementation of control plan modifications.

When the integration system was not operating, the three control systems
continued to operate in the mode under which they were last set, with unfortunate
consequences for the arterial system. On the arterial system, if a “special” timing plan
was implemented by the integration computer, that plan would operate until the
integration computer commanded the system to resume normal operations. If the
integration computer became inoperative while a special timing plan was effective, that
plan would continue to operate indefinitely, even when it was totally inappropriate. (For
example, an AM peak period timing plan might continue to operate in the PM peak,
providing progression in the wrong direction.) This result was so undesirable that the

system was never fully implemented.
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Another consequence of system suspension was the inability to collect detector
information from the arterial system. This problem significantly reduced the number of
data available for analysis.

Despite the inability to fully implement the integration system, the basic
integration system functions could be tested. This was doﬁe by telling the integration
system to send all command instructions to a dummy 170 controller. With the controller,
the researchers could determine whether the integration system was correctly monitoring
the freeway and arterial systems and sending the appropriate commands. At the same
time, if the integration system froze, no traffic control difficulties would arise in the field.

The biggest limitation to this test procedure was that the researchers could not
measure the performance of the “special” timing plans selected by the integration system.
As a consequence, the evaluation of the impacts of system integration relied on

simulations of the arterials, as explained in the following chapter.

ISSUES FOR MULTI-JURISDICTIONAL IMPLEMENTATIONS

As with most undertakings of this nature, several issues had to be addressed
during the development and implementation stages of this integration project. However,
because all of the transportation facilities involved in this project were under the direction
of one agency, WSDOT, many of the inter-jurisdictional issues that might have arisen
had multiple agencies been involved did not have to be addressed. Most of the issues
dealt with in this project related to implementation obstacles specific to the hardware and
software.

The following issues had to be addressed before and during the implementation
process. While the ability to reach consensus for many of these issues was enhanced
because the project involved only one jurisdiction, they still represent important
questions. These issues are also applicable to implementation of a similar system on a

broader scope.
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Level of Control Issues

Defining the level or type of control that the integration component would be
allowed was an issue from the onset of the project. The determination to allow direct
selection of traffic signal and ramp control plans was based on the following factors.

. The integration control algorithms would be defined to detect only
extreme cases of traffic congestion. This would minimize the number of
actual control plan changes that would take place, reducing the impacts to
the control systems.

. This type of operation would simplify the required modifications to the
two control system central computers.

. The WSDOT would retain the ability to define the actual control plans that
would be implemented.

If this system had involved integrating the operations of additional control

systems under the direction of other jurisdictions, the degree of control allowed the
integration system would have depended on the desires of each agency. The result would

have been an integration system designed to allow the operators of each control system to

define
. the conditions that dictated when an action be implemented on their
system, and
. the type of action.

This operator control could be accommodated by partitioning the control aspects
of the integration system into individual control modules. Each agency could be given
access to only its mod_ulc. In this configuration, each agency would have direct access to
and control in defining the algorithms that affect its system,

The integration actions would also have to definable. Instead of receiving a
control plan implementation command from the integration computer, some agencies

might be more interested in receiving such information as
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. the volume from a detector location,

. the characteristics of a control plan in operation on a neighboring system,
or
. notification of a condition or event implemented or detected by another of

the on-line control systems.

Each agency would be able to define control algorithms on the basis of not only
detector volume and occupancy, but also a multitude of other parameters or conditions.

Data Collection

If the control plan variables were expanded beyond volume and occupancy, this
information would have to be available, It might or might not be, depending on the data
collection capabilities of each control system (most of the signal systems reviewed had
them). Related issues include the data that should be collected from each systemn, the data
collection interval that should be used, and how these data should be stored.

Defining the appropriate data collection period was discussed in a previous
chapter and so will not be mentioned here, except to say that as long as a minimum
collection period was agreed upon, longer intervals could be developed by grouping
multiple periods.

The data that should be collected would depend on the needs of all system
operators and how they desired to define their integration controi strategies. For this
demonstration project, the researchers wanted to detect extreme congestion on the three
facilities. As a result, they decided to collect only volume and occupancy data. In a
broader scope, a data collection effort might have to be expanded to include items such as

. current control system status. This might involve cycle length,

intersection offsets, or individual ramp metering rates;

. system pre-emptions. This could involve the type used for emergency

vehicles, railroads, or priority bus treatments; and

. green time allocation data.



This type of data collection is available with many current signal systems.
Regardless of the types of data that might be collected, the configuration of the
integration system developed for this project would likely require modification to
accommodate the needs of additional users or participants.

The data collection portion of the integration system would likely take the form of
a network data library, which would allow each user access to the data collected from all
on-line systems. Each agency would be able to select the types of information desired in
defining its own control algorithms.

Integration System Hardware

The type of computer hardware that should be used would depend on the
capabilities required of the integration system. Factors that would affect this

determination include

. the number of users,

. the desired data collection interval,

. the number of data that would be collected and stored, and

. the number of control aigorithms that might be effective at any one time.

As discussed earlier, a problem in implementing this project's integration system
was the communications limitations of the hardware and software. In implementing a
systemn of this nature on a broader scope, communications might very well determine the
selection of computer hardware.

User Access

If this system had been developed to integrate the operation of traffic control
systems under the direction of several agencies, user access to the system certainly would
have been an issue.

Where the integration component should be located and how each user would
gain access would be important questions. These concerns would probably be addressed

by defining the system configuration to replicate that of a local area network.
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The local area network, or LAN, system provides communications among
multiple computers. In its typical configuration, a LAN system designates one or more
computers as file servers and then allows other computers on the system to access these
file servers. This allows file sharing, centralized data storage, and information exchange
to occur among all users on the system.

In a multi-user integration system, the integration component would act as the
central file server, collecting and storing all system data and containing all user control
algorithms. The integration component would communicate directly with each of the
control system'’s central computers via dedicated communications circuits, either agency
owned or leased telephone lines. User access to the system would only be required when
modifications to control algorithm parameters were necessary. Commuaications could be
facilitated by adding communications ports to the integration computer for dial-up access.
With the appropriate software, each user would have remote access to the integration
computer through an additional computer, probably a typical desktop PC.

\dditional Considerati
Additional factors that would play a role in defining the structure and operation of

the integration system when multiple agencies were involved include the following:

. the designation of a lead agency for development of the system,

. an agency to take ultimate responsibility for the operation of the system,

. the capabilities of each agency's control system,

. the practicality of providing the necessary modifications to these systems,
. the availability of expertise required to define and develop the system, and
. the availability of funding alternatives.

These issues and others would all determine the shape of the final integration

system.
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DETERMINING THE NEED FOR INTEGRATION

Integrating the operation of independent traffic control systems can represent a
major change in operating philosophy for many agencies. Fundamental questions that
each agency should ask itself when considering the need for area-wide integration include
whether a system of this nature is necessary and the benefits that can be derived from it.
The answers to these questions can vary considerably, depending upon the needs of the
area. Questions that agencies could ask themselves include the following.

. How do traffic conditions or events outside of my area of responsibility or

control impact my control system(s)?

. Do I need traffic data from other systems to optimally operate my own
system?
. Do current methods adequately meet my agency's need to exchange

information with neighboring agencies?
. At what level am I able to operate my control systems now? Do I have the
expertise available to utilize the features available in this type of system?
Questions and issues such as these have to be addressed at the very onset of
developing a viable integration system. How they are addressed will be of great

significance in determining the amount of support that a project of this nature will

receive.
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CHAPTER 6
SYSTEM EVALUATION

The research team evaluated the traffic impacts on the three facilities that
integration of the three independent traffic control systems would produce. - The
evaluation involved determining the operational improvements on the arterials that would
result from the integration. - To do that, the arterials’ performance under existing, or
non-integrated, operations was compared with their performance under integrated control
conditions.

The integration system was set up to respond only to freeway incidents that were
significant enough to measurably affect the arterials. Therefore, there were three arterial
conditions to study for each time period. These conditions were as follows:

+ Condition 1 - No freeway incident (normal arterial conditions and control

plans),

» Condition 2 - Freeway incident without arterial control parameter

modifications (increased arterial demand and normal control plans), and

* Condition 3 - Freeway incident with arterial control parameter modifications

(increased arterial demand and control plan modifications).

ALTERNATIVE METHODS OF EVALUATION

There are two methods for evaluating the impacts of changes in physical control
systems. The preferred method is to measure physical chan ges in traffic performance that
result from the changes in the traffic control system. The alternative is to use a computer
model to simulate the roadway system under differing traffic control plans.

The advantage of directly measuring the impacts of the tested system is that errors
are not introduced to the analysis as a result of limitations in the simulation model or
through false assumptions inherent in developing or calibrating the model. The
advantages of using simulation are that fewer data are needed for the simulation model,
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and many externalities can occur during field tests that mask the impact of the systems
being tested. (For example, a volume increase on a road may be due to the opening of a
new shopping center, rather than because the control system encouraged that volume
growth.)

For this project, field data coliection studies were initially planned; however,
computer simulation was eventually selected because of difficulties encountered in
implementing the integration system. These difficulties and the limitations they produced
are explained below.

Because the intent of the integration project was to provide control system
adjustments only in extreme conditions (one to two times a month on average), and
because no advance warning of these conditions was possible, field data collection
personnel would have been required to conduct field studies on an ongoing basis until
enough "extreme condition” periods occurred to provide an accurate comparison. Many
months of data collection would probably have been required.

This problem was exacerbated by the project team's reluctance to let the
integration system directly control the arterial system (see Chapter 5, Implementation),
To use the integration system to control the arterial systems, one to three WSDOT
personnel (depending on the number of hours the system operated) would have been
needed to operate the control system to keep it from freezing the arterial control systems
inappropriately.

A final limitation was the significant change in traffic performance that resulted
from the upgrade to the traffic signal system accomplished as part of this project. (New
traffic signal plans and improved signal coordination were implemented at the beginning
of this project.) It became difficult to separate the changes caused by the new timing
plans from those caused by the integration system.

As a result, arterial simulation was selected as the bcs-t method for evaluating the

impacts of the integration system.
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TRANSYT 7F

The simulation program chosen for the evaluation was the Traffic Network Study
Tool, more commonly known as TRANSYT. The version selected for this project was
7F - Release 6.0, Version 4.

The TRANSYT model is a macroscopic, deterministic, simulation model
modified to provide system optimization capability. [15] It was originally developed by
Robertson, of the Transport and Road Research Laboratory of Great Britain, in 1968.
Adaptations to this model were made by the University of California, Berkeley, in 1977
and by the University of Florida in 1983. These adaptations made the model applicable
to American cities, as well as easier to use.

The TRANSYT model is primarily used to optimize traffic signal operations
along an arterial or within a grid system. However, it is suitable in simulating and
evaluating existing coordinated signal system operations. Assuming accurate model
calibration, TRANSYT provides measures of effectiveness {MOEs) such as vehicle

delay, uniform stops, queue lengths, and fuel consumption.

MEASURES OF EFFECTIVENESS

The TRANSYT model has the capability to simulate traffic conditions on a
signalized arterial and then calculate measures of effectiveness that describe that
operation. This section discusses the MOEs that are estimated by the TRANSYT model
and that were utilized to evaluate the effectiveness of the control system modifications
selected by the integration system.

1. Delay - The amount of detainment or hesitation time lost to the motorist
because of the operation of the traffic signal is referred to as delay. Two
delay measures are commonly used to evaluate traffic signal performance.
The first of these measures is referred to as stopped delay.

Stopped delay is a measure of the amount of time vehicles stopped at the
intersection spend waiting for right-of-way. It is commonly stated in the
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form of total stopped delay (veh-hr) or average stopped delay (sec/veh)
and can be calculated for each movement or combined into a total
intersection measure.

A second measure for delay is approach delay or uniform delay. Uniform
delay combines stopped delay with the time vehicles spend coming to a
stop, hesitating, or slowing because of queue discharge, and accelerating
back to running speed. Thus, uniform delay is a measure of the total time
vehicles spend not traveling at the prevailing running speed. Itis based on
the assumption that demand is uniformly distributed throughout the study
period.

Uniform delay is one of the TRANSYT model's MOEs. Its estimation is
based on the Webster method of delay calculation. This method is
applicable for degrees of saturation less than 95 percent. Past research has
demonstrated that when the degree of saturation exceeds 95 percent,
additional delay estimations are required. {15] These additional
estimations are referred to as random delay and saturation delay. The
TRANSYT delay algorithm combines the effects of these two additional
delay estimations into a single component, referred to as random delay.
The TRANSYT model also combines these two delay components,
uniform and random delay, into single delay component, referred to as
total delay, expressed in vehicle hours (veh.-hr.). The model also
provides a second form of this delay estimation, average vehicle delay,
which is expressed as average delay per vehicle (sec./veh.).

Fuel Consumption - The TRANSYT model calculates fuel consumption
on the basis of the following MOEs:

. total travel (vehicle - miles),

. total delay (vehicle - miles / hour),
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. total stops (vehicles / hour), and

. cruise speed (mph).

Note that various program assumptions (non-operator controlled variables)
are part of this estimation. These assumptions include vehicle type and
performance, roadway grades, and roadway surface quality. Therefore,
this estimation is not intended to be used as an absolute value but as a
comparison between operational plans.

3. Total Qperating Cost - The TRANSYT model estimates total operating
cost for the system. This MOE includes roadway user costs such as
vehicle operation, fuel consumption, and passenger time. It does not
include system operating cost (control equipment maintenance, operating
personnel). As in the case of fuel consumption, this estimation contains
assumptions that the operator cannot alter. Therefore, this estimation
should not be treated as an absolute value but used as a method of

comparing benefits between operational plans.

MODEL CALIBRATION

The existing coordination plans for both arterials were developed and
implemented by the WSDOT. SR 99 was selected for simulation primarily because of
data availability. Because traffic conditions are similar on both arterials, the results
attained through simulation were likely similar.

TRANSYT data decks were established for the AM and PM peak hour condition
for SR 99. The result was two sets of data, each containing the respective signal timing
plan. Traffic volume data were collected in two forms: AM and PM turning movement
counts for each intersection provided by WSDOT, and arterial mainline volume data

obtained by the integration program from each of the control systems.
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Initial simulation runs were conducted with the model’s default values for the
various flow characteristic parameters, and MOEs for each of these runs were obtained.
These MOEs were then compared to the conditions observed in the field.

The primary MOE used for the initial calibration of each set of data was the
expected maximum queue length. Each of the initial simulation runs resulted in expected
maximum queue lengths; in some locations these were significantly longer than those

observed in the field. As a result, the following adjustments were made to the model,

1. Saturation flow rates were adjusted with the Highway Capacity Manual
Software.
2. The network-wide, start-up lost time was decreased from 3.7 seconds to

3.0 seconds on the basis of the aggressive driving habits observed.

3 The network-wide extension of the effective green interval into the change
interval was increased from 0 seconds to 2.0 seconds, again on the basis of
field observations.

4. The number of allowed left turn sneakers (left turns permitted during the
clearance) was increased from 0 to 1 vehicle per cycle. This change was
also based upon observed driving habits.

A second set of simulation runs were then conducted with the above
modifications. However, although the results of these runs were closer to actual
observations, some inaccuracy remained in predicted side street queuing at certain
locations.

The coordination plan timings and amount of time actually rcquifed for each
movement were compared for the intersections in question. The traffic signal control
software used on SR 99 includes a feature referred to as “fully actuated coordination.”
While the program does not actually operate in a fully actuated mode, it does allow the
main line movements to "gap out” after a fixed amount of time and yield to non-main line

movements before their maximum time has expired. This "gap out” condition occurs if
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mainline demand is less than the volume required to extend the movement to the
maximum allowable green time. When this low volume occurs, the extra time is given to
the next movements in the sequence. Again, if these movements require less than their
allotted time, this extra time is transferred to the following movements. The effect of this
feature is that some movements may receive more than their allotted amount of time. A
check of the amount of time distributed to each movement indicated that this
redistribution of cycle time was occurring. When queuing was greater than observed,
these movements were actually receiving more time than the timing plan indicated.

The signal timing data for the intersections in question were modified, and new
simulation runs were conducted. The results of these third runs compared satisfactorily
with observed traffic conditions. The final simulation runs for both the AM and PM
conditions are found in Appendix 2.

Yolume Adjustments

The wming movement data utilized in initial simulations were collected manually
in the field. These counts were then compared to the main line detector data retrieved
from arterial data stations. The detector data accumulated during the associated manual
count period were compared to daily averages for that time period to determine whether
traffic conditions were normal, or volume adjustments were required. If adjustments
were considered necessary, all respective movements were adjusted according the ratio of
the average directional detector volume for that period to the actual directional detector
volume for that same period. Side street through movements were adjusted by the
average of the two directional adjustment factors.

This same method of volume adjustment was used to determine “incident
condition” turning movement volumes with the followin g exception. Because an incident
on the freeway would cause actual freeway volume, as well as potential freeway demand,

to divert to the arterial, side street volumes on the arterial were only adjusted on the
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freeway side approaches. This resulted in side street adjustments in the westbound

direction only at each of the SR 99 intersections.

Because a specific increase in arterial volumes during assumed incident

conditions was not readily apparent, adjustment factors were assumed. The factors used

in these adjustments were a 30 percent increase for the affected mainline movement, and

a 10 percent increase for the affected side street movements.

SIMULATION RESULTS

The results of the simulation runs conducted for this evaluation are shown in

Tables 3 and 4, below.

Table 3. SR 99 AM Peak Simulation Comparisons

Cycle Total Delay | Ave. Delay | Fuel Cons. | Total Cost
Condition Length (V-Hr) (Sec/Veh) (Gallons) ($3%)

(Sec)

1. Normal 160 271 47.3 498 1731 “

Conditions

2. Incident

Cond. w/o

Modification 160 911 135.0 1036 3082

3. Incident

Cond. w/

Modification 180 810 1204 933 2787

Table 4. SR 99 PM Peak Simulation Comparisons

mm#
Cycle Total Delay | Ave. Delay | Fuel Cons. | Total Cost
Condition Length (V-Hr) (Sec/Veh) (Gallons) ()

(Sec)

1. Normal 150 376 50.1 650

Conditions

2. Incident 150 1253 147.5 1399 4137

Cond. w/o

Modification

3. Incident 180 1060 125.0 1240 3742

Cond. w/

Modification
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Discussion

The results displayed in Tables 3 and 4 indicate that, under these assumed
conditions, the ability to detect and respond to extreme or unusual traffic conditions could
significantly increase system performance.

With this ability, average vehicle delay under incident conditions would be
reduced by 10 to 15 percent, which would result in a fuel savings of approximately the
same range. The end result would be a reduction in user operating costs of approximately
10 percent.

Assuming similar results could be attained on SR 522, with an estimated freeway

incident rate of approximately two per month at a duration of 1 hour per incident, and an
average fuel cost of $1.30 per gallon, the annual savings in fuel consumption for both
arterials combined would be approximately $16,000 per year. The time savings that
would result would be approximately 14,000 vehicle-hours per year, or, at an assumed
vehicle occupancy rate of 1.2, nearly 18,000 person-hours per year.
Additional simulation runs were conducted to determine how changes in volume
adjustment assumptions during incident conditions might affect these results. Affected
movements were adjusted with a range of adjustment factors. The results of the
simulations both with and without the integration timing modifications were then
compared. The results of this analysis are displayed in Tables 5 and 6, below.

In conducting this analysis, the relationship between mainline volume adjustments
and side street volume adjustments remained constant (a ratio of 3 to 1).

The results indicated that similar benefits would be attained under various de grees
of demand adjustments. However, this analysis assumed that different signal control
plans would be implemented for each separate condition. This would require that either

1. actual diversion could be accurately measured in the field, and control

plans would be selected accordingly, or
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a single incident control plan would be used but only implemented when a

large enough incident took place to ensure that the anticipated diversion

did occur.

This second condition provided the basis of the control plan modification for this project.

Table 5. Traffic Demand Sensitivity Summary - AM

—
Ave. Delay
Vol. Increase w /out Ave. Delay Delay
(Mainline / Mod. with Mod. Reduction
Side street) | (Sec./Veh.) | (Sec./Veh.) (%)
10% / 3% 62.3 55.0 12
u 20% / 6% 88.1 72.9 17
u 30% / 10% 135.0 120.4 11
Il 40% / 13% 188.9 143.1 24
50% / 16% 249.1 196.6 21

Table 6. Traffic Demand Sensitivity Summary - PM

Ave. Delay
Vol. Increase w [/ out Ave. Delay Delay
(Mainline / Mod. with Mod. Reduction
Side street) (Sec./Veh.) | (Sec./Veh.) {%) |
10% / 3% 72.7 62.7 14
u 20% / 6% 106.0 82.4 22
30% / 10% 147.5 125.0 15 ]
40% / 13% 191.0 163 15 “
50% / 16% 237.8 208.7 12 “
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CHAPTER 7
CONCLUSIONS AND RECOMMENDATIONS

CONCLUSION

The integration method developed by this project was successful in meeting the
majority of project objectives. However, problems arose in implementing the integration
system. The links between the integration computer and the arterial central computer
made communications unreliable between those two components, This problem could
probably have been overcome with more highly sophisticated computer networking
techniques.

The communications problem limited the implementation of the integration
system to short duration functionality testing. Nevertheless, these tests proved to be
successful. The integration computer was able to accurately receive data from the
freeway control system, as well as from both arterial signal control systems. Success was
also achieved when control parameter changes were sent from the integration computer to
the respective control systems.

Computer simulation with the Transyt 7F model helped the researchers estimate
the benefits of providing this type of control capability. They evaluated the benefits to
the arterial system of integrating these control systerns during freeway incidents. The
evaluation demonstrated that measurable benefits in facility performance could be
expected, given full implementation of this system. The degree of these benefits would
be a function of the control parameters used (i.e., how often the system was set to
override the normal operations of the existing systems) and the level of interaction
between systems. However, because the demonstration system was programmed to
respond only to extreme, non-recurrent congestion (with incident occurrence rates of

approximately two per month), the estimated benefits for this project were limited.
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RECOMMENDATIONS

The demonstration system developed for this project was limited, and the concept
of control system integration has potential for application far beyond those implemented
here. Such applications could be as simple as coordinated traffic signal control along
arterials that cross control system or operating agency boundaries, or as broad as regional
control and monitoring capabilities in a multi-user, multi-jurisdictional environment.

Broadening the application of traffic control system integration is, in itself, an
area for which further study is justified. More information is needed for both the physical
task of integrating independent traffic control systems and the challenge of addressing the
jurisdictional issues associated with such an endeavor. Addressing these issues should
provide significant benefits to the participating agencies.

Also needed is a standard method for supporting this capability in future traffic
control systems. Appendix B of this report contains traffic control equipment
specifications that are applicable to the method of integration developed and employed by
this project. Further development of these specifications, with the goal of their
acceptance by the traffic control equipment industry, would certainly be a significant step
toward making traffic control system integration a viable component of traffic congestion

management.
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APPENDIX A
TRANSYT 7F SIMULATION MODELS



SR 99 AM PEAK
EXISTING CONDITIONS

TRANSYT-TF -- TRAFFIC SIGNAL SYSTEM OPTIMIZATION PROGRAM

RELEASE 6 MARCH 1991 . VERSION 4.0
SPONSORED BY: . DEVELOPED BY:
FEDERAL HIGHWAY ADMINISTRATION TRANSPORT AND ROAD RESEARCH LABQRATORY
OFFICE OF TRAFFIC OPERATIONS ' UNITED XINGDOM AND

TRANSPORTATION RESEARCH CENTER
. UNIVERSITY OF FLORIDA
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e e iy -———----..—..—-—...-.._—-—---.---—-.-.—-—.--—--.-—‘.._—-_-_—

-_-_-..--_—-—..--—-—----—---—-_—-------..-_..___—-_--————----—..-.__-__--

FIELDS:
1 2 3 4 5 5 T 8 9 10 1 12 13 18 15 16
0 1 o -0 4 7 8 0 5§ o o Q9 0 0 0 0
1 90 130 10 3 0 3 L 15 1 0 60 0 0 g a
2 1 2 3 L] 5 6 7 0 0 0 ¢ o 0 0 0
7 106 105 111 0 0 107 108 0 0 Q o 0 0 0 0
T 201 209 0 0 0 205 211 ) 0 0 207 208 212 v v]
7 301 309 0 0 0 303 310 0 0 0 305 311 0 0 ¢
7 307 312 o 0 0 0 0 0 0 0 a 0 0 0 q
T 801 409 1] 0 0 403 410 0 0 0 105 1805 a1 0 Q
7 307 308 412 0 0 0 0 Q L 0 0 ¢ o 0 0
7 501 509 ) 0 0 503 510 0 0 0 50% 506 a 0 0
7 S0T 508 512 0 o ¢] Q 0 0 a 0 s} 0 0 o
7 601 609 0 0 0 603 610 0 0 0 605 611 0 Q Q
T 60T 612 0 0 o 0 0 0 0 0 0 o 0 0 0
7 705 71 0 0 0 TO0T T12 o 0 0 0 0 0 o 0
10 1 ] 0 1700 35 25 100 25 0 95 us B0 100 140 120
INTERSECTION 1 - N, 155th St.
15 3 Q 1 5 4 1 0 5 15 4 1 5 5 1 o
18 1 5 ] 1 0 Q 0 e 0 0 0 o 0 0 0
21 1 1 1 2 3 1t 102 104 112 0 0 0 0 0 Q
22 1 ) ) 5 o] T 103 108 o 0 o] 0 g g o
23 1 6 6 T 8 25 101 109 103 0 o 0 0 ¢ g
24 1 9 9 10 1 15 105 106 111 ] 0 0 0 0 0
25 1 12 12 13 13 15 107 108 112 0 0 o Q 0 Q
28 101 1000 3500 500 0 0 o 0 0 0 0 ¢ 0 0 o
28 102 200 3300 49 0. 0 0 0 0 0 e 0 o 0 0

A-1



FIELDS:

1

2 3 5

FEW Smam csee canre wem—— RS meas anse sceme ceme

28
28
28
28
28
28
28
28
‘28

109 500 1600
103 1347 3800
108 200 15600
105 500 ¢
106 500 3400

111 500 0
107 500 3300
108 500

0
112 500 1600

=

1
*

2 o 1
2 1
2 4
2 5 6
2 9 9

207 1347 3%00
202 200 3200
209 1347 0
203 2042 3800
208 200 1600
210 200 1500
205 500 1600
206 500 1600
206 o L)
211 500 0
207 500 1600
208 500 0
208 0 L]

0

o

A

- -—--.--—-—------—-—---q--—--—

3 0 1
3 1 5
3 1 1
3 3 8
3 7 7
3 10 10
3 13 13

305 500 3200

115 201 330
0
115 1403 1525

0 0 0

A-2

1

-

15
10

oSooooo

210
207

—

- Ll
o —
WOoOQOoOoOODoo

—r
n
CoOomROO

12

-

35
35

Co0OoCa

O000ocOoCcoooo0o

=
COOVOoOOoOOOoOOOSON

w

13

O0OoCcOGSO

OOOOQOOOOQ—IOO

3% ]
prt
OOO-‘OONQOOOOO—.

£
-

L
- 00~NOO0OO0O.N

-

000 OO0C0OO0O

-

(-]
QQOG\QOO\OOOQOO\A

15

Qooo00o

Lo
COOWNO 00O -

=

[=R-N=N-¥.¥-¥. W W AN

LYY ] =
OQOU’IOOOOOOOOOH

b
o

1
1
1
3

OOOOOOGOQOOOOOQODDO COoO0O0OoOBRODOO

OOOOQOOOQOOOOO



FIELDS: )
1 2 3 L] 5 6 7 8 9 11 1N 12 13 14 15 16

TS mmsma SssR Semeem Sees Fhee SeE® cmes Edem EmE——- -——

23 306 500 1600 29 0 0 0 0 0 0 0 0 0 0 0
28 311 so0 0 65 0 0 0 0 0 0 0 0 0 ] 0
28 307 500 3300 210 0 0 0 0 o 0 0 0 0 0 0
28 308 500 1600 k33 0 0 0 0 0 0 0 0 0 0 o
28 312 500 0 M 0 0 0 0 0 0 0 ] 0 ] 0
INTERSECTION 4 . N. 185TH ST
15 4 0 1 5 ] 1 0 5 1 10 g 1 5 Y 0
18 b 1 5 5 1 0 ] ] i] 0 0 0 0 0 0
21 g 1 1 2 3 13 402 403 0 0 0 0 0 0 0
22 L j ] 5 6 8 401 402 409 ] 0 0 0 0 0
23 4 7 1 8 9 20 40t 493 409 410 0 0 0 0 0
24 B 10 1 11 12 15 197 408 412 0 0 0 0 0 0
25 K 33 13 184 15 15 805 406 411 0 0 0 0 0 0
28 402 340 3279 45 0 301 39 135 0 o q 0 0 0 0
28 401 2658 3564 380 116 301 328 35 312 39 35 306 28 35 0
28 409 2658 0 29 0 ] o 0 0 0 0 0 ] 0 0
28 404 150 1693 48§ 0 503 47 4o Q 0 0 0 0 0 0
28 403 500 3503 1607 0 503 1580 40 508 16 40 511 11 49 0
28 410 500 0 38 0 503 37 35 0 0 0 ] 0 0 0
28 406 500 0 62 0 0 0 o 0 ] 0 0 0 0 0
283 805 S00 3367 249 0 0 0 0 [+ 0 0 0 0 0 0
28 411 s00 0 92 0 0 0 0 0 0 (] 0 0 0 )
28 408 500 0 1N 0 0 0 0 0 0 0 0 ] 0 0
28 407 S00 3310 112 0 o 0 0 ] 0 0 0 0 0 ]
28 412 500 0 35 0 0 0 ] 0 ] 0 1] 0 0 0
INTERSECTION S - N. 192KD ST
12 5 0 1 10 ] 1 5 4 0 (] 0 0 0 0 1
21 5 1 1 2 3 20 501 -502 503 -504 505 510 a 0 0
22 5 y ] 5 ¢ 10 505 -506 51t 50T -508 512 0 0 0
28 501 1684 3400 &41 115 401 351 80 406 60 40 192 38 yo 0
28 502 200 0 10 0 %01 10 40 0 0 0 0 0 0 0
29 502 0 4 0 15 0 0 0 S03 100 0 0 0 0 0
28 509 1684 0 18 0 401 13 yo 0 0 0 0 0 0 0
28 503 2189 3400 1607 115 603 1551 40 608 30 40 611 30 40 0
28 504 200 0 39 0 601 38 40 0 0 0 0 0 0 ]
29 s50% 0 1 0 15 0 0 0 501 100 0 o 0 0 0
28 510 2189 6 719 0 603 76 &0 0 0 0 0 0 o 0
28 505 500 1700 13 0 0 0 0 0 0 0 0 0 0 0
28 s06 s00 0 21 0 0 0 0 ) 0 0 ] 0 0 0
29 506 0 0 o 15 0 0 0 507 100 0 0 0 0 0
28 S11 500 1600 11 0 0 0 0 0 0 0 0 0 0 0
28 50T S0D 1700 19 ) 0 0 0 0 0 0 0 0 0 0
28 508 500 0 16 0 0 0 i 0 0 0 0 0 0 0
29 508 0 0 0 15 0 0 0 505 100 511 S0 0 0 a

A3



FIELDS:
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e

512 s00

Oy

INTERSECTION 6

6 9
601 2189
602 200
609 2189
603 1337
604 200
610 1347
605 so0
506 s5p0
611 500
607 500
608 s00
612 500

e

704 s0p
704 0
710 300
705 500
706 200
711 500
707 so0
708 2op
712 500

INTERSECTION 7

-—-—-—----—------.-—-———-—

38

[ 7 8
0 0 0
200TH ST
y 1 10
3 11 so02
0 25 o1
8 11 605
11 11 607
115 so1 wyg
¢ 509 10
0 501 22
115 703 1533
0 703 25
0 703 15
0 0 0
0 ) 0
0 0 0
0 0 0
0 0 0
0 0 0
205TH ST
5 1 15
3 1t 702
Q 25 7101
8 11 708
11 15 7108
15 601 361
o 601 15
1] 0 0
0 &01r 77
0 0 0
o 0 0
0 0 0
0 0 0
0 0 0
0 0 [}
0 ) 0
0 0 0
0 0 0
0 0 0

5
604
603
606
608

30
a0
49
35

35

Qooooo

704
703
708
707
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611
612
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TES SSAA moss SSAS mems fmmm ceee fmamn emae Amamw Saes S ———— m—errma S -

et -

3 1 0 20% 301 401
52 1 +] 0 0 0

501
o]

601 70
0

1
1]

AL e e -

ke - =

CYCLE  STEP

AVERAGE PERCENT

LENGTH  SIZE DELAY STOPS

(SEC) (STEPS) (SEC/VEH) (%)

FUEL

CONSUMPTION
(GAL/HR)

13 14
0 0
0 0

PERFORMANCE NUMBER

INDEX

SATURATED

--—---_—------._-_..__-___------.--.-_-----...---__--..--\...---__--.__--_—-.--.-

90 30 134.44 52
100 34 85.94 61
110 38 68.01 58
120 40 53.91 58
130 4y 4g.74 58
140 43 47.71 60
150 50 50.01 58
160 54 47.70 56
170 58 49.63 63
180 60 ug.z26 61

--_.__-—-.-—--.-..-...--————..-__---——..-------..—-...--_---—.—----—--——_-—----—_-

SEST CYCLE LENGTH = 160 SEC.

CYCLE SENSITIVITY = 124.7 3

A-5



AURORA AVE AM PEAK

CYCLE:

160 SECONDS,

CPERFORMANCE WITH OPTIMAL SETTINGS)>

MOVEMENT/
NODE NOs.

-—---—--—_-——-—--—-u—--

204
205
206
207
208
209
210
211
212

NODE

301
302
303
304
305
306
307
308
309
310
3in
312

NODE

v/¢

: 26
S: Bo
S: 38

2: 83

P: 28
HER K
P:105¢%
: 25
P:io5e
P17
P: 30
1180
S: 28
S:105%
5:105¢
S: 30

TOTAL
TRAVEL

119.77
9.29
1353.46
.“9
3.12
9.73
5.38
1.89
2.55
10.31
16.53
1.51

1534.03

265.64
1.1%
856.53
4.01
27.58
2.74%
19.83
85.62
10,72
11.73
6.14
3.87

TOTAL

e i e

43.57

4.06
5.30
2.4y
.48
.80
2.43
1.14
.37
.09
.43
5,28
.32

62.06

9.55
-9.
8%.44
1.97
16.91
.61
3.34
h9.57
-39
1.18
3.76
.65

TOTAL
DELAY
(V-HR)

A7
3.76
.28

23.47

2.97
-91
65.26
1.86
16.11
.53
2-77
%8.26
.13
-85
3.59
.54

3:118%1255 55 178.31 183,78

NORMAL CONDITIONS
60 STEPS

AVG. UNIFORM
DELAY 5TOPS

(SEC/V) No.

152.2 2901.¢

A-6

(2)

17}

7)
85)

MAX. BACk
OF QUEUE
NO. cap.
1 80
2 16
N 108
3 8
106 1068
12 ho
17 40
107 1078
1 20
106 10683
§ 20

7 108

9 16
32 323
1 8

9 20

3 20

3 20
207 207s
201 201s
3 8
205 2058
207 2078
10 323
1 8
BT 215
3 24
3 40
1 20

9 40
5> 20¢
300 301s
303 303s
305  305s
JoT  307s

e - —

85.58
13.83

92.55
1.97
18,92
-79

40.14
.57
1.22
3-32
.78

175.05



-.—-—-----——q-——--------—4--------.--.---------_--_--—--n—_---._-—-—---—-—-u--

AURORA AVE AM PEAK NORMAL CONDITIONS
CYCLE: 160 SECONDS, 60 STEPS

MOVEMENT/ TOTAL TOTAL TOTAL AVG. UNIFORM MAX. BACK  FUEL
NODE NOS. V¥/C TRAVEL TIME DELAY DELAY STOPS OF QUEUE  CONS.
(%)  (V-HI) (V-HR) {V-HR) {SEC/V) NO. (%) NO. CAP. (GA)

A e e - - -

A D e i e b

%01 P:r 19 162.07 6.3 1.78 16.5 175.( 46) 8 213 8.76
502 : 14 2.9T 1.21 1.13  88.3  46.(100) 2 27 1.40
%03  P: 85 151.78 10.70 6.9% 15.6 860.( 29) 21 i 15.11
408 : 50 1.37  1.27  1.23  g92.5s 48.{ §9) 2 [ 1.37
405 P: 83 23.52 5.84 5.16 T4.6 234.( 9&) 17 &0 6.42
406 S: 83 5.86 1.45 1.28 74.6 58.( 98) 1ags 40s5s 1.60
407 P: 8% 10.58 2.88 2.58 82.9 107.( 96) 12 40 3.09
hod 3: 84 12.37 3.37 3.02 82.9 125.( 96) 407 407s 3.62
509 s: 19 14.60 .54 <12 18,8 13.( 34) o ug1s .74
410 S: 8% 3.59 .27 L7 16,0 11.( 29) 403  503S 34
b11  s: 83 8.69 2.16 1.91 74.6 86.( 9b) 405 4058 2.37
412  s: a4 3.31 .90 .81 82.9 33.( 96) 40T 4o7s 1.09
NQDE 4: 85 400.69 36.91 26.09 33.2 1397.(C 19) 45.90
S01 P: 16 122.09 3.11 .09 TJ43.0 1) 2 135 4.85
502 : B .38 .03 .02 8.5 6.( 62) 0 8 .09
503 P: 60 641.99 18.05 2.15 8.8 878.( 55) us5 175 33,27
504 : 8 1.48 .04 .01 .5 2.( 6) 0 8 .13
505 P: 27 1.23 .18 L4 BO1 O 11.¢ 88)Y 0 20 .28
506 S: 17 - 1,98 .25 .20 33.6 18.( 88) 505 505% .43
507 P: &1 1.79 .26 .21 39.6 17.( 8R) 1 20 .1
508 S: 15 1.51 .19 <14 32,8 18.( 85) S07 S07s .32
509 S: 16 448 1 .00 -7 1.( 10) 501 5018 7
510 S: 60 32.7% .92 .11 5.0 85.( 57) 503 5035 1.70
511 : B 1.08 .13 10 32.5 10.( 88) 0 20 .22
512 S: 43y 1.98 .29 .23 39.6 18.( B8) 507 So7S .46
RODE 5: 60 B12.68 23.57 3.1 5.4 10648.( 46) b2.38
601 P: 20 169.51 5.0% .81 6.2 113.¢ 28) 6 175 7.78
602 s 18 .38 .20 .19  68.2 9.( 92) ] 8 .24
603  P: 75 440.28 14.07 1.6% 3.3 159.( 9) 10 108 19,11
604 : iy 1.10 .89 .B6 107.2 25.( 86) 1 8 .90
605 P: 54 4,06 1.02 .90 75.3  BO.( 92) 3 20 1.11
606 : 26 3.02 .70 61 69,1 29.( 91) 1 20 .90
607 P: 49 1.61 W42 .38 79.8  16.¢ 94) 2 20 .52
608 : 38 3.59 .9 80 76.1  36.( 9) 2 20 .99



-—----—-——--—--a---q---—-—----—--—---------—-q -

- -

MOVEMENT/ TOTAL TOTAL TOTAL  avG. UNIFORNM
NODE NOS. vy/c TRAVEL TIMg DELAY DELAY STOPS

(%) (v-MI) (V-HR) (V-HR) (SEC/¥) xO, (%)
TT609 si 20 aiiaT" 26 ok s 5.( 22)
610 s: 75 8.38 .13 .01 1.3 0.( 2)
611  s: 53 3.02 .76 67  75.%  30.¢ 92)
612  s: ng 3.02 .80 T 79.8 30.¢ 98)

NODE 75 683.05 25.17 1.62  10.9 wuga2.¢ 20)
701 22 90.15 4.35 1.80 ° 15.8 196 48)
702 12 .61 .35 <33  T&.8 16.( 99)
703 86 149.70 19.p3 14.72  33.% 1286 81)

--- PROGRAM NOTE ._. END OF JOB!

A-8

705 p: 83 30.79  7.67 6.79 78.9 306 94)
706 T 67 6.14 3 34 3.17T  70.4 13p. 91)
707 P: 61 23.52 5.28 5.60 66.6 226.( 91)
708 82 T.43 4,57 %.36 8o.1 188.( 94)
709 8 h.98 -34 .20 8.3 21.( 24)
710 LAY | 8.76 .55 .30 6.9 45.( 29)
711 5: 83 5.86 1.46 1.29 5.9 S58.¢ 94)
712 5: &3 3.2) .72 .63 66.6 31.( 91)
NODE T: 86 338.35 33.4%1 38.85 82.2 2547.( 1)
<SYSTEM WIDE TOTALS INCLUDING aLL LINKS>
. PERFORMANCE TOTAL TOTAL TOTAL AVG, UNIFORM FUEL
MEASURES TRAVEL TIME DELAY DELAY 3roprs CONS
V-MI V-HR V-HR SEC/Y NO. (1) GA
<TOTALS> 5529 18 271 4y 3 11579( 56) 498
TERMINATION CARD
90 0 0 0 0 0 0 0 0 o 0

---—--------—--—-

3%.03

108 6.24

1 8 .41
60> 40C 26.06
1 <23d 95

8 8  ilga

1 12 .50

2 12 .89
705 7058 1.6
707 7078 g3
60.47

--*—-—--——-——--—--—-——--

SYSTEM TOTAL PERFOR-

« SPEED cosT HANCE

MI/H INDEX

--q————q-----—-.—--.---



SR 99 AM PEAK
INCIDENT CONDITIONS WITHOUT MODIFICATIONS

TRANSYT-TF -~ TRAFFIC SIGNAL SYSTEM OPTIMIZATION PROGRAM

RELEASE § MARCH 1991 VERSION 4.0
SPONSORED BY: DEVELOPED BY:
FEDERAL HIGHWAY ADMINISTRATION TRANSPORT AND ROAD RESEARCH LABORATORY
OFFICE OF TRAFFIC OPERATIONS UNITED KINGDOM AND

TRANSPORTATION RESEARCH CENTER
UNIVERSITY OF FLORIDA

DATE OF RUN: 8/24/92 START TIME OF RUN: T:28:12

_—---.__..-—-_---.-—_--___—-..—-...—-_——--...—-.---__——---..---_—--.-...-—----———--u._-

—----—...---_-----.--.---_----.—-—-_---—-._------—_-----—---._--_-__-.--——-----.--.

FIELDS: .
1 2 3 4 5 6 7 8 9 10 LA 12 13 4 15 16
0 1 0 0 4 7 8 0 56 0 4] 0 0 0 0 c
1 150 160 10 3 0 3 L 15 1 0 60 0 0 0 0
2 1 2 3 4 ] 6 7 0 0 0 0 0 0 0 0
T 106 105 111 o 0 107 108 0 0 0 0 0 0 0 o
T 201 209 0 0 0 205 21 0 0 0 207 208 212 o 0
7 301 309 0 0 0 303 310 0 0 0 308 3In 0 0 o
T 307 312 )] 0 0 0 0 0 ¢ o 0 0 o 0 0
T 401 409 o 0 0 403 410 0 o 0 U405 406 U1 0 0
T 407 408 412 0 0 0 0 0 0 0 o 0 ¢ 0 o
7 501 509 0 0 0 503 510 0 o ¢ 505 506 0 0 0
T S0T s08 512 o 0 v} 0 0 0 0 0 0 0 0 g
7 601 509 o 0 0 603 610 4] 0 0 605 611 0 0 0
7 607 612 0 g 0 o o 0 0 o 0 0 0 0 0
T 705 ™n o 0 0 T07T T2 0 0 0 0 0 o o ¢
10 1 b 01700 35 25 100 25 ¢ 95 45 40 100 130 120
INTERSECTION 1 - N. 155TH ST
15 1 0 1 6 L] 1 3 5 90 § 1 14 4 1 0
18 1 22 L 1 0 0 o 0 0 0 0 0 0 0 0
21 1 1 1 2 3 1 102 104 112 0 0 0 V) s o
22 1 ) 4 S 0 8§ 103 104 o 0 o 0 0 0 o
23 1 6 6 T 8 95 101 109 103 0 0 Q 0 0 g
24 1 9 9 10 " 19 105 106 111 0 0 0 0 0 0
25 1 12 12 13 14 2T 107 108 112 0 0 0 0 0 0
28 101 1000 3500 500 0 0 0 o 0 0 0 0 0 0 o)
28 102 200 3400 40 4] ) o 0 0 0 0 b} ¢ 0 b}



FIELDS:

e Bmmww cmam -

= o -

—--q.--..——-—--.._-—--—--—-.-

—-.--—----——-—-‘.-..---.--—-

201
202
209
203
204
210
205
206
206
21%
207
208
208
212

2042
200
Roaz
2694
300
2594
500

3400

15600 -

3400
3200

o
3200

6 7 8 9
o 0 0 4]
115 203 1357 35
0 203 63 35
o 0 0 0
0 0 Q o
0 0 0 0

0 0 0 0
0 0 0 0
0 0 0 0

160TH ST

5 1 8 5

3 10 202 204
o 13 201 202
8 107 201 203
11 30 205 -206
115 101 319 35
0 101 133 35
0 o 0 0
115 303 1755 &0
0 303 13 40
0 303 281 4o
4] 0 o 0
0 o 0 0
2 0 0 0

0 0 0 v
0 0 0 0

0 0 0 0
2 0 0 0
0 o ¢ Q

175TH 8T

5 1 3 §

1 o 0 0

3 11 302 304

6 8 303 304

9 75 301 303
1221 306 305
15 45 307 308
115 201 330 40
¢ 201 30 4o
0 201 i3 0
115 803 1525 35
0 403 62 35

0 403 20 35

0 0 0 0

A-10
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15
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210
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35

L)
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FIELDS:

1 2 3 L]
28 306 500 1600
28 311 500 0
28 307 500 3300
28 308 500 1600
28 312 500 0

INTERSECTION b
15 % 100 1
18 ] 1 22
21 4 1 1
22 8 § 4
23 N 7 7
24 L] 10 10
25 L 13 13
28 k02 340 3279
28 401 2658 3561
28 409 2658 0
28 408 150 1693
28 403 500 3503
28 410 500 0
28 406 500 o
28 W05 500 3367
28 813 500 0
28 1308 500 b}
28 k07 500 3310
28 412 500 o

INTERSECTION 5
12 5 s6 1
21 5 1 1
22 5 q q
28 S01 168% 3400
28 502 290 0
29 so02 0 ]
28 509 1583 0
28 503 2189 3400
28 508 200 0
29 sS04 0 L]
28 510 2189 0
28 505 500 1700
28 506 500 0
29 506 0 0
28 511 500 1600
28 507 500 1700
28 508 500 0
29 508 0 0
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1 2 3 4 S
2% s512 500 o 21
INTERSECTION 6 - N.
14 6 73 1 §
21 6 1 1 2
22 6 4 4 5
23 6 6 6 7
2% 6 9 9 10
28 601 2189 3300 467
28 602 200 1600 10
28 609 2189 0 22
28 603 1347 3800 1782
28 604 200 1600 29
28 610 1347 0 17
28 605 500 1600 43
28 606 500 1400 32
28 611 500 0 32
28 607 500 1600 17
28 608 500 1600 33
28 612 s00 0 32
INTERSECTION 7 - N.
1% 7 s0 1 9
21 7 1 1 2
22 7 L1 ] 5
23 7 6 6 7
24 7 9 9 10
28 701 1387 3400 41y
28 702 200 1500 16
29 702 0 4 0
28 709 300 1600 38
28 703 500 3500 1585
28 708 500 1500 34
29 708 0 L] 0
28 710 300 1500 155
28 705 500 3400 32§
28 706 200 1600 162
23 711 sgo 0 62
28 707 500 3400 249
28 708 200 1500 196
28 712 s5p0 o 31

6

7

10

WM mema e mAelk et - -

0

0

—
— -
VIOOWV oW i

Coooocooo

T o e o o

A

OOOOQOOOQOOOO
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8 9

0 0
112 5
602 604
601 603
605 606
607 608
840 30
10 ho
22 80
1533 35
25 35
15 135
0 0

0 0
0 0

0 0

0 0

0 0
86 4
702 704
701 703
706 708
705 707
361 135
4 35
0 0
7 35
0 0

0 0

0 1]

0 o

0 ]

] o

¢ 0

0 Q

0 o

o] Q
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FIELDS:

1 2 3 5 5 6 T 8 9 10 11 12
PLOT AND OPTION CARDS
31 1 0 201 301 301 s501 601 701 0 0 0
36 130 0 103 203 303 203 503 603 703 0 o
36 110 0 108 208 308 108 508 608 708 0 0
51 1 0 ] 0 ] 0 o 0 0 0 0
<PERFORMANCE WITH INITIAL SETTINGS)>
MOVEMENT/ TOTAL TOTAL TOTAL  AVG. UNIFORM  MAX
NODE NOS. V/C TRAVEL TIME DELAY DELAY STOPS OF
(%) (V-MI) (V-HR) (V-HR) (SEC/V) NO. (%) NO.
101 : 25 94.76 5.04 2.32 16,7 236.C 47) 11
102 : 27 1.52 .88 .88 5.7 38.( 9u) 2
103 T 92 W77.06 21.73 8.26 15.3 639.( 36) 38
108 T 47 2.65 1.33 1.25 64.5 46.( &6) 2
105 §: 90 7.93  2.38 2.15 92,2 80.( 96} 106
106 P: 90 16.72 5.01 4,53 92.2 169.( 96) 12
197 P: 86 21.63 5.51 %.89 76.9 218.( 95) 17
108 5: 86 16.81 %.28 3.80 76.9 169.( 95) 107
109 : 5 5.16 .30 18 14,5 18.{ §1) 1
MM S: 90 2.36 T .68 92.2 24.( 98) 106
112 T B5  14.45  2.81  2.50 S56.4 129.( 84) [
HODE 1: 92 660.04 149.99 31,27 32.7 1826.( 53)
201 P: 22 119.77 4.0z .¢% 4.8 126.( 21) 7
202 : 64 9.29 5.31 5,05 748.2 203.( 83) 9
203 :108%1759.95 147.61 104,08 157.8 736.( 31y 33
2013 1 22 .49 .34 .32 89.9 10.( 76) 0
205 P: 30 3.12 .79 00 7601 31.( 93) 9
206 : 6% 9.73  2.36 2,08 72.5 95.( 93) 4
207 P: 39 5.38  1.13 -97  61.5 49.( 86) 3
208 sS: 22 2.08 .42 .36 58.5 18.( 84) 207
2049  5: 22 2.55 .09 .02 6.2 3. 28) 2m
210 : 28 10.31 .38 .13 1.7 M1.( 15) 2
211 S: 80 16.53 4.18 3.70 76.1 162.( 93) 205
212 5: 139 1.51 .32 <27 61,5 15.( 86) 207
NODE 2:108%1940.72 166.93 118.27 110.7 1488.( 39)

A-13

13 14 15
0 0 u
o 0 0
0 0 o
s} 0 0
. BACK  FUEL
QUEUE  CONS.
CAP. {GA)
80 7.07
16 1.01
108  29.52
8 1.47
1065  2.48
ho 5.22
40 6.03
1075 4.69
20 .42
1063 -83
20 3.26
61.99
108 5.98
16 5.62
323 146.35
8 .35
20 .98
20 2.60
20 1.28
2075 .56
2013 .23
8 .87
2058 5.55
2073 W42
169.77

16

(=R =N =k



__-_-...._-_-.,--_..,__....-...-_..__-__-__-__-.._-___-.,_-..-_-__-_-..-_--_._-___-_-.,_-._

CYCLE: 160 SECONDS, 60 STEPS

MOVEMENT/ TOTAL TOTAL TOTAL AYG.  UNIFORM MAX. BACK  Fyst

KODE NOS. v/C TRAVEL TIME DELAY DELAY $TOPS OF QUEUE Con~.

(2) (v-MI) (v-HR) (V-HR) (SEC/V} wo. (%) NO. cap. (G4)

301 P 28 255 63  9.31 2,88 25> 210.0 52) 10 323 13.66
302 : 43 .14 .93 90 108.5 30.( 98) 1 .97
303 p: 136!1113 65 372.%9 3%1.05 543.7 1661.¢( 74) 150 216 308.78
304 : 28 B.0v  1.75 " 1.63 83.%  s58.( 1) 2 23 1.77
305 P:105* 27.53 16.50 15,74 198.1 278.( 25) 23 %o 14.585
3086 17 2.78 .60 .52 63.4 25.( 87) 1 20 .78
307 P: 30 19.83 3.28 2.11  46.5 162.( 11 9 40 3.95
308 $130' 50.15 73.3% 72.00 1u88.1 810.¢ 17 27> 20C s57.70
309 s: 28 10.72 .39 12 31,3 9.0 63) 301 301% .56
310 s:136% 11.73 3.85 3.52 s550.3% 17.0 76) 303  303s 3.15
311 s:105¢  §.1% 3.68 3.50 194.1 62.( 95) 305 3058 3.2
32 S: 30 3.87 .54 .53 45.5 32.0 77y 307 307s T7

NODE 3:136%1517.21 187.01 §85.08 403.7 2950.( 74) 406.01
401 P: 19 162 07 6.23 1.65 15.7 170.¢ us) 8 213 8.66
402 i 13 2.97 1.21 1.12 87.9 86.{(100) 2 27 1.39
ko3 P 110% 197.30 117.12 112.2% 193.8 1692.( 77) 128> boc 105 39
104 : 50 1.37 1.07 1.03 77.3 h2.( 88) 2 6 1.18
405 ? 83 23.52 5.75 5.07 73.3 233, 94) 17 40 6.35
406 S: 83 5.86 1.43 1.26 73.3 58.( 94) o5 Loss 1.58
k07 F: 88 10.58 3.08 2.77 89.2 109.¢ 87) 13 a0 3.24
%08 S: 88 13.60 3.96 3.57 89.2 1h0.¢ 97) o7 Z07s R.17
809 s: 19  14.60 .53 11 81 12, 82)  g04 401s .73
810 s:1100 3 59 2.15  2.05 194.3 29.( 76) 403 %035  1.86
Y11 s5: 83 8.69 2.12  1.87 73.3  86.( 94) 405 4058 2.35
312  s: 83 3.3 .96 87 89. 38.0 97) 407 15078 1.13%

NODE 4:110% 447,45 145.61 133.62 04,7 2573, 77) 138.05
501 P: 16 122.09 3. 13 .11 -9 85.( 10) 2 135 .89
502 : 8 .38 .03 12.1 6.{ 50) 0 8 .10
503  P: 77 838.71 25. 09 5,52 7.6 1513.( 72) 80 175 RB.IT
504 : 8 T1.48 .08 01 T 3.0 0 8 -
505 P: 27 1.23 .18 .15 ko.7 12.( 91) 0 20 29
506 5: 18 1.98 .24 19 32.2 18.( 85) 505 5058 42
507 pP: 43 1.79 .27 22 KT 7.(¢ 91) 1 20 .43
508 s5: 17 1.70 .21 16 32,1 15,( 85) 507 so7s .36
509 S: 18 B.35 .11 .00 . T 1.0 10) so01 5018 A7
510 S: 17 32.74 .98 A7 7.9 59.( 15) 503 503s 1.89
511 : 8 1.0% .13 10 38,1 10.( 88) 0 20 .23
512 5: 43 1.98 .30 28 417 19.( 91y 507 507s A7

NODE 5: 77 1005.59 30.7% 5.87 7.5 1719.(¢ 62) 57.55
601  P: 20 169,51 5.06 .87 6.7 1a.( 2y 6 178 7.83

A-14



T e kAL L e A e . A = 7

AURORA AVE AM PEAK EXTREME COMDITIONS W/0 INTEGRATION

CYCLE: 160 SECONDS, 60 STEPS

MOVEMENT/ TOTAL TOTAL TOTAL  AVG. UNIFORM HMAX. BACK  FUEL
NODE NOS. V/C TRAVEL TIME DELAY DELAY STOPS OF QUEUE  CONS.

(%) (V-MI) (V-HR) (V-HR) (SEC/V) NO.

------—-—-—--..._--_-----..----—--——..4.—-—--—-.-.------—--------—_-—_——--.-

602 18 .38 .19 .18 66.1 9.
603 P: 97' 572.57 2%.69 8.53 13.2 336.
604 : 1.10 .80 76 94.9 23,
605 P: 54 8.06 1.03 .91 76.5 40.
606 : 26 3.02 .T1 .62 701 29.
607 P: 49 1.61 .43 .38 80.9 16.
608 : 42 3.97 1.03 .92  78.7 39,
609 5: 20 9.12 .27 .08 6.5 5.
610 s: 97 5.3y AT -05 11.1 1.
611 5: 5% 3.02 i .68 76.5  30.
612 S: 49 3.02 .81 .72 B80.9  30.
NODE 6: 97* 7715.72 35.96 14.67 17.3 674
701 122 90.15  4.39  1.BS 16.2 195.
702 11 .61 .36 38 76.6 16.
703 111' 198.56 143.18 137.59 240.4 1849,
704 : 24 3.21 .73 64  67.9 3.
705 P: 79 30.79 7.36 6.88 71.5 306.
706 : 65 6.14  3.248 3,06 6B.1 147.
707 P: S8 23.52 S5.17 4.%9 65.0 226.
708 : 86 8.19 5.32 5.08 84.7 203.
T09 : 8 h.98 -32 .18 19.
710 : 13 8.76 .53 .28 §2

7.3
6.5
7 3: 79 S.86 1.80 1.23 71.5 5B,
712 5: 58 3.2 .11 .61 65 0
2.8

NODE T:111¥ 379.97 172.71 161.88 152,

(2) NO. CAP. (GA)

99) 0 8 .23
148) 46 108 30.53
80) 1 8 .82
94) 3 20 1.13
91) 1 20 .90
9%5) 2 20 .52
94) 2 20 1.12
22) 601 6C15 .40
9) 603 6038 21
94) 605 605S 95
95) 60T  6OTS .98
22) 45.62
47) 9 108 6.27
99) 8 LU
90) 183>  40C 121,95
90) 1 20 .94
94) 16 uo 8.19
91) 7 8 3.57
91) 12 40 5.87
24) 9> 8C  5.55
22} 1 12 LA4T
27) 2 12 .86
94) 705 7058 1.56
91) 70T 707S .92

—---—-—-..------_----—---------_——-—--.--.-----—---—-4.------------——---—g_--—

<SYSTEM W#IDE TOTALS INCLUDING ALL LINKS)

PERFORMANCE TOTAL TOTAL TOTAL AVG. UNIFORM
MEASURES TRAVEL TIME DELAY DELAY 5TOPS
V-MI V-HR V-HR SEC/V NO. (%)

FUEL SYSTEM TOTAL PERFOR-
CONS. SPEED COST MANCE
GA MI/H INDEX

----—---------——---------——--------—--”----------.'—---—---‘—v--—---—l----———-“-——

<TOTALS> 6727 1089 911 135.3 14352¢ 59)

_--..-...-_--_....-_-_.__..--___------—-_-_-_------..------_—----—-.--.---___---_.___—-—-

TERMINATION CARD
90 0 0 0 g 0 0 ¢ 0 0
--- PROGRAM NOTE --- END OF JOBI



SR 99 AM PEAx
INCIDENT CONDITIONS wITH MODIFICATIONS

TRANSYT-7F .- TRAFFIC SIGNAL SYSTENM OPTIMIZATION PROGRAM

RELEASE 6 MARCH 1991 VERSION 3.0
SPONSORED BY: DEVELOPED BY:
FEDERAL HIGHWAY ADMINISTRATION TRANSPORT AND ROAD RESEARCH LABORATORY
OFFICE OF TRAFFIC OPERATIONS UNITED KINGDOM AND

TRANSPORTATION RESEARCH CENTER
UNIVERSITY oF FLORIDA

DATE OF RUN: 8/23/92 sTART TIME OF RUN: 19: 5:57

-——--_-—_-----—-—-------.—-—-——-—.-._--—_—_----———---—--—.--———q.————-...--n--—--

—---—--———--—-&--—w-—----—-—--—---—-ﬁ—-—-——---n-—----—-——q—-——cﬁ--——-—-—-—-.-—-——

FIELDS:
1 2 3 ] 5 6 7 8 9 10 11 12 13 14 15 16
0 1 0 0 5 7 38 0 56 o 0 o 0 0 0 o
1 50 180 10 3 0 3 q 15 1 0 60 0 0 0 o}
2 1 2 3 L 5 ] 7 0 0 0 o 0 0 0 0
T 106 105 111 1) 0 107 108 0 0 0 0 0 0 0 0
T 201 209 0 0 ¢ 205 211 0 o 0 207 208 212 0 0
7 301 309 0 0 0 303 319 0 0 0 305 311 0 0 ¢
T 307 312 0 0 0 0 0 0 0 0 0 0 0 0 0
T 401 109 0 0 0 403 419 0 0 0 405 406 419 0 0
7 307 1408 492 0 0 0 o o ) 0 0 0 0 0 0
T 501 509 0 0 0 503 510 0 0 0 505 506 0 e 0
T 50T 508 s12 0 0 0 0 0 0 0 0 0 0 0 0
7 601 609 0 0 0 603 610 0 0 0 605 &1 0 o 0
7 607 612 0 0 0 0 0 0 0 0 0 0 0 0 0
7 705 719 0 0 0 707 7112 0 0 0 0 o 0 0 0
10 1 4 ¢ 1700 35 25 100 25 0 g5 45 %0 100 140 120
INTERSECTION 1 - N, 155TH sT
15 1 0 1 5 L 1 0 5 15 4 1 S 4 1 0
18 1 5 4 1 0 0 g 0 0 0 0 Q 0 Q 0
21 1 ? r 2 3 11102 108 142 0 0 0 0 0 0
22 1 q 3 5 0 7 103 104 0 0 0 0 0 0 o
23 1 ] 6 7 8 25 101 109 103 0 0 0 0 0 0
2% 1 9 9 10 1 15 105 106 11} 0 b} 0 0 0 0
25 1 12 12 13 14 15 107 108 112 0 0 o 0 0 o
28 101 1000 3500 500 0 0 0 0 0 o 0 0 0 0 0
28 102 200 3300 49 0 0 0 0 0 0 o 0 0 0 0



FIELDS:

WS mfemm cees Sskm ceEmn Swm. EEES BEEe e - .——

109
103
104
105
106
m
107
108
112

500
1347
200
50¢
500
500
500
500
500

T .

T i .

T R 8 Ak ey T . e s o

T o e e

8 9
0 0
1351 35
63 35
0 0
v} 0

0 o

0 0

0 0

0 0

0 5
202 204
201 202
201 203
205 -206
319 35
g 35
0 0
1755 %0
13 40
261 4o
0 0

0 0

0 0

0 0

0 0

0 0

0 Q

0 0

0 4

Q 0
302 304
303 30%
301 303
306 305
307 308
330 4o
30 30
L
1525 35
62 35
20 35
0 0

A-17
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FIELDS:

1 2 3 L} 5
28 306 500 1600 29
28 311 s50p 0 &5
28 307 s00 3300 210
28 308 500 1600 483
28 312 s50p 0

INTERSECTION . N,
15 ] 0 1 5
18 ] 1 5 ]
21 y 1 1 2
22 3 g j 5
23 ] 1 7 8
25 8 10 10 1
25 o113 93 g
28 402 340 3279 45
28 401 2558 3564 380
28 409 2658 0 29
28 303 159 1693 48
28 403 s5gp 3503 1607
28 %10 500 0 38
28 4058 sgp 0 62
28 405 50 3357 249
28 411 sgpp ¢ 92
28 1308 3500 13
28 407 500 3319 112
28 412 sqp 0 35

INTERSECTION 5 - N.

12 5 0 1 10
21 5 1 | 2
22 5 & | 5
28 501 168% 3400 nyy
28 502 200 0 10
29 592 0 y 0
28 509 1683 0 14
28 503 2189 3400 1607
28 508 250 0 39
29 504 ] 3 0
28 510 2189 o 79
28 505 500 1700 13
28 506 so0p 0o 2y
29 506 0 0
28 S11 505 1600 11
28 507 500 1700 19
28 508 s5p0 o 16

-
— —
mommmmuua

OOQODOOQOO
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FIELDS:

1

9

T R e e

R 4 e i -

o L

o . o o k0 e e e e e Y —

605
606
611
607
608
612

708
710
705
706
Tn
707
708
712
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FIELDS:

AR mmme cca-n cerE mmEmm ——— e EmSma Amaw -——— S ceme cseme cees m——— - —

0 201 301 1801 501 601 TO1 0 o o] 0 ¢ 0 0
36 130 0 103 203 303 403 503 603 703 0 0 1] 0 [+] 0
36 110 0 108 208 308 408 508 603 708 ] 0 0 0 0 0
52 1 0 0 0 a 0 0 0 0 0 ] 0 0 0 ]
CYCLE EVALUATION SUNMARY PERFORNANCE
CYCLE  STEP AVERAGE PERCENT FUEL PERFORMANCE NUMBER
LENGTH sSI1IE DELAY STOPS CONSUMPTION INDEX SATURATED
(SEC) (STEPS) (SEC/VEH) (%) « (GAL/HR) LINKS
90 30 338.72 52 2021.1 2352.6 19
100 EL ] 275.19 41 1688.1 1905.0 19
110 38 251.66 39 1567.0 1783.9 19
120 %0 236.42 52 1498.4 1606.% 22
130 44 182.08 82 1228.6 12719.2 20
140 28 183.89 41 1235.9 1291.5 19
150 50 217.90 36 1392.9 1515.3 19
160 5% 213,29 33 1369.6 1486.0 17
170 58 187.92 45 1065.5 1052.8 16
180 60 134.00 §7 1001.8 963.6 16

---—-.-—---.——--.—--——-...-_——--—----—---.-——---—-..-——-.---.-—-—-—-..-——...--—---._—

8EST CYCLE LENGTH = 180 SEC. CYCLE SENSITIVITY - 27.2 ¢

A-20



<PERFORMANCE WITH OPTIMAL SETTINGS)

MOVEMENT/
NODE NOsS.

-

A-21

TOTAL TOTAL TOTAL  AVG. UNIFORM MAX. BACK  FUEL

V/C TRAVEL TIME DELAY DELAY STOPS OF QUEUE cons
(%)  (V-MI) (V-HR) (V-HR) (SEC/V) NO. (%) NO. caP. {GA)
28 98,76 5.21 2.8 17.9 229.( u6) 12 8o 7.14
30 1.52  1.01 97T  87.1  38.( 96) 2 16 1.11
89 477.06 22.66 9.19 17.0 929.( 48) 48 108 31.97
.11 2.65 1,89 .M 72,6 s1.¢ 72) 3 8 1.61

S: 89 7.93  2.56 2.33 100.0 &1.¢( 96) 106 1065 2.61
P: B9 16.72 5.40 4.2 100.0 170.( 96) 11} 40 5.50
P: 89 21,63 6.26 .68 ga.5 218.( 95) 20 ho 6.58
S: 89 16.81 4.86 2.38 88.6 170.( 95) 107 1078  5.11
:1 5 B.16 .3 19 15,7 18.¢ an 1 20 W43
S: 89 2.36 .76 .69 100.0 24.( 96) 106 1063 .87
48  1a.85 3.23 2.82 66.3 133.( 87) 7 20 3.60
1: 89 660.04 53.75 35.03 36.6 2060.( 60) 66.54
P: 21 119.77 &§.35 .76 5.2 165.( 31) 9 108 6.37
: 92 9.29 8.08 7.82 114.9 223.( §1) 12 16 7T.80
P 97*1759.95 59.14 15.56 23.6 763.( 32) 38 323 81.33
: 21 .49 .39 -38 105.8 12.( 89) 1 8 .40
P: 98% 3,12 1.37 1.28 139.8  32.( 96) 10 20 1.4
: B2 9.73  3.32 3.0 106.4 99.¢( 96) 5 20 3.33
P: 43 5-38  1.35  1.20 75.7 51.¢ 89) 3 20 1.85
S: 26 2.08 BT A 71,2 19.( 87) 207 207s .62
5: 21 2.55 .09 .02 6.0 3.2 201  zots .23
: 2% 10,31 .30 .08 b 13,0 5) 1 8 .53
S: 98% 16.53 7,27 6.79 139.8 168.( 96) 295 2058 6.85
S: 48 1.51 .38 <3 75.7  14.( 89) 207 2078 U7
2: 98%1940.72 86.3% 137.68 35.3 1562.( 51) 111.31
P: 22 265.6% 8.33 1.76 15.6 148.( 3T) 8 323 12.24
: 48 .18 1,10 1.08 129.1  30.( 98) 1 8 1.10
P:108%1113.65 123.75 92.31 147.2 788.( 35) 47 216 11%5.88
: 29 .01 1.67 1.55 78.8 51.( 72) 3 24 1.68
P:201% 27.58 86.62 85.33 1058.2 145.( 50) 31 40 55.00
: 33 2.78 .T6 .68  B¥.8  27.( 9u) 1 20 91
£: 39 19.83  8.21 3.6% 62.4 177.{ 84) 11 40 4.74
P17T1% 50,15 128.92 127.87 864.2 311.¢ 59) 80> 20¢ 97.59
$: 22 10.712 .34 .08  19.4 6.( 48) 30t 301s .50
3:108% 11.73  1.25 .91 143.0 6.( 28) 303 3038 1.16
S:201%  65.1% 19.28 19.11 1053.2 32.( 50) 305 3055 14.y47
S: 39 3.87 .82 7Y 62.8  35.( 84) 307 307s .92
3:201%1517.21 377.06 335.13 304.0 1757.( 4%) 316.20
P: 18 162.07 56.11 1.5% 15,6 167.( ua) 9 213 B.s5
13 2.9T 1.0 .93 T2.8  46.(100) 2 27 1.25
P:103% 197.30 49.21 144,32 76.8 458,.( 22) 23 40 14,05



MOVEMENT/
NODE Nos.

T - ——

510
511
512

NODE

601
602
603
6014
605
606
607
608
609
610
611
612

NODE

¥/c
(%)

5:103®
S: 98+
S: ggw
4:1p3s
P: 15
8
76
8
31
20
48
20
16
76

9
48

: 768

LAy =
4 ee ap oay

[ TR

[ 7] tanwp~n
+

TOTAL
TRAVEL
{(v-MI)

10.58
13.60
14,60
3.59
8.69
3.31

487,85
122.09

-38
83s8.71
1.48
1.23
1.98
1-79
1.70
R.46
32.74
1.0%
1.98

1005.59

169.51
.38
572.57
1.10

§.06

3.02
.61
.97
.12
.34
.02
.02

L AU . T TR

775.72

TOTAL TOTAL
TIME DELAY
(V-HR) (Y-HR)
1.09 1.p06
9.10 3.a3
2.27 2.10
B.76 8.4
6.12 5.13
52 .10
.91 .81
3.36 3.1t
1.59 1.39
85.97 1713.98
3.33 -3
.05 .08
22.78 2.1
.04 .01
.20 AT
.29 .23
.30 .25
.24 .19
.12 .01
.89 .08
.15 .12
.34 .28
28.79 3.80
L.79 «59
.26 .25
18.7% 2.51
.83 .80
1.28 1,13
.82 .73
.66 .62
1.%2 1.30
.25 .02
.14 .02
.92 .84
1.25 1.16
31.32 10.03

AVG,
DEL 1Y

A-22

SNIFORM
STOPS
NO. (%)
37.0 1)
280.( 9¢6)
60.( §6)
109.( 97)
130, ( 97)
11.( 38)
9.{ 23)
89.( 96)
38.( 97)
1396.( 12)
128.( 29)
5.( 38)
757.( 36)
3.0 T
11.( 88)
19.( 88)
7.C 91)
16.( 88)
6.( 82)
29.{( 37)
10.( 88)
19.{ 91)
1019.¢ 37)
107.( 23)
10.{ 96)
128.( &)
20.( 69)
41.( 95)
30.( 93)
16.( 956)
40.( 96)
.0 200
1.0 3)
30.( 95)
31.{ 98)
B58.( 15)

MAX. BACK
OF QUEUE

0. CaAP,

2 6

20 40
%05 055
18 40
%07  307s
401 4018
503 403s
305  yoss
%07  4o7s

6 135

0 8

is 175

V] 8

0 20
505 s0ss
1 20
507  s07s
501 501s
503 5035

0 20
507 5078

6 ¥75

0 8

16 108

1 8

L} 20

1 20

2 20

2 20
601 601s
603 603s
605 605s
607 607s

-



MOYEMENT/ TOTAL TOTAL TOTAL AVG. UNIFORM  MAX. BACK  FUEL
NODE NOS. V/C TRAVEL TIME DELAY DELAY STOPS OF QUEUE  cCows,
(%) (V-MI) (V-HR) (V-HR) (SEC/V) NO. (3) NO, caP.:- (GA)

T01 : 26 90.15 5.68 3.13  27.% 233.{ 57) 12 108 7.51
702 : 14 .61 .38 .36 81.%  16.( 99) 1 3 .43
703 t131% 194.56 295.46 289.87 506.6 1568.( 76) 144> Boc 231.39
704 : 29 3.29 .85 LT6  80.7  31.( 93) 2 20 1.08
705  P: 53  30.79% 6.49 5.6% 61.9 279.( 86) 17 40 T7.36
T06 : 59 6.14  3.83  3.25 72.3 144.¢( 89) T 8 3.69
707 P: 38 23.52 4.78 R.10 9.3 205.( 82) 12 40 5.43
708 78 8.19 S5.14  4.90 81.7 200.¢( 23) 10> 8C 5.39
709 : 8 4,98 .6 -32 13.2  2T1.( 31) i 12 .64
710 .15 8.76 77 .51 11.9  56.{ 36) 3. 12 1.12
711 5: 53 5.86  1.23 1.0T 61.% 53.( 36) 705 7053 1.40
712 5: 38 3.21 .65 .56 59.3  28.( 82) 707 707S .86
NODE T:131* 379.97 325.33 318.86 296.9 2842.(

75) 266.27

—---.--—----—-—_--------—-—-_-...-_---—--———--..-—--—_-

<SYSTEM WIDE TOTALS INCLUDING ALL LINKS)>

PERFORMANCE TOTAL TOTAL TOTAL AVC. UNIFORM FUEL SYSTEM TOTAL PERFOQR-

MEASURES TRAVEL TIME DELAY DELAY ST0PS CONS. SPEED COST MANCE
V-MI V¥-HR V-HR SEC/V NO. (%) GA MI/H INDEX

<TOTALS> 6127 989 810 120.4 11093( 36) 933 6.8 2787 884.8

-—-----—-.--_--q------—-._-——-—-..--————..---—--‘--——-q-----—..--_—-_..——---4_-.-—---.

TERMINATION CARD

90 0 ] 0 0 0 0 ] 0 0 o 0 0 o 0
--~ PROGRAM NOTE -~-- END OF JOB!
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SR 99 PH PEAK
EXISTING CONDITIONS

TRANSYT-TF -- TRAFFIC SIGNAL SYSTEM OPTIMIZATION PROGRAM

RELEASE 6§ MARCH 1991 VERSION &.0
SPONSORED BY: - DEVELOPED BY:
FEDERAL HIGHWAY ADMINISTRATION TRAKSPORT AND ROAD RESEARCH LABORATORY
OFFICE OF TRAFFIC OPERATIONS UNITED KINGDOM AND

TRANSPORTATION RESEARCH CENTER
URIVERSITY OF FLORIDA

DATE OF RUN: 8/23/92 START TIME OF RUN: 21: 9:31

——q-———-—-—--—-—-——--—---—-—--..--——--q------—--.-—-—-—-—-o—-————q---

—-—-.—----—---—-———--—q-—-——a--—-------m---—-—-——-———-————--—q-_----

FIELDS:
3 2 3 b S 6 7 8 9 10 R 12 13 14 15 16
0 1 0 0 4 7 8 0 56 o o 0 0 0 0 0
1 S0 180 10 3 0 3 B 15 1 0 60 0 0 4] 0
2 1 2 3 L) 5 ] 7 0 0 0 0 0 0 o 0
7 106 105 111 0 0 107 108 0 0 0 0 o 0 0 Q
T 201 209 0 v C 205 211 0 0 0 207 208 212 0 G
7 301 309 0 0 0 303 310 0 0 Q0 305 311 . g 0 0
7 307 312 0 0 c a 0 0 o 0 0 0 0 0 o
T 801 409 o o 0 403 410 0 0 0 405 406 419 v 0
T 807 4og 412 0 0 o 0 ] 0 0 0 0 0 o 0
T 501 s09 0 0 0 503 510 0 0 0 505 506 0 0 0
7 507 508 512 o 0 0 0 o 0 0 0 0 g 0 0
7 601 609 0 0 0 603 610 0 0 0 605 611 Q 0 v)
7 607 512 0 0 0 0 0 0 0 4] 0 0 ¢ 0 0
7 705 711 ¢ 0 0 70T T2 0 0 0 0 0 0 0 4]
10 1 L] 01700 35 25 100 25 0 95 45 40 100 189 120
INTERSECTION 1 - N. 155TH ST
15 1 0 1 5 L 1 0 5 15 4 1 5 i 1 o
18 1 5 | 1 0 0 0 0 o 0 0 0 o 0 o
21 1 1 1 2 3 11 102 108 112 0 0 0. 0 0 0
a2 1 4 4 5 0 7 103 104 0 ¢ 0 0 0 0 0
23 1 5 6 7 8 25 101 109 103 0 ¢ 0 0 0 0
28 1 9 9 10 " 15 105 106 111 0 0 0 0 0 0
25 1 12 12 13 14 15 107 108 112 0 0 0 0 0 )
28 101 1000 3500 1551 0 0 0 0 0 0 0 0 0 0 0
28 102 200 3400 129 0 0 0 0 0 0 0 0 0 0 0
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FIELDS:

1

2

23
28
28
28
28
28
28
28
28

109
103
108
105
106
11
107
108
112

3

500
1347
200
500
500
500
500
500
500

3

5

6 7 8

9

10

Welemmt S S E S el S bl -

1600
3400
1600
o
3400
0

3300

249
803
144
312
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114
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233

o 0
203 681
203 122
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35
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208
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n
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206

408
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.12
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[~ =RoNalala)
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FIELDS: .
] 2 3 L 5 6 T 8 9 10 n 12 13

M momGS meS ESSS SRR PETE EEWE WEME EEdE WMy o ——

23 306 500 1600 53 0 0 0 0 0 0 0 ¢
28 13111 500 80 52 0 0 0 0 0 0 0 0
28 307 500 3300 423 0 0 0 0 0 0 0 0
28 308 500 1600 308 0 ¢ 0 0 4] 0 0 0
28 312 500 9 152 0 0 0 0 0 0 0 0
INTERSECTION 4 - N. 185TH ST
15 3 0 1 5 5 1 0 5 1 10 8 1
18 | 1 5 ] 1 0 0 0 ] 0 0 0
21 L} 1 1 2 3 13 402 404 0 0 0 0
22 3 4 L] 5 6 8 801 302 409 0 0 0
23 4 7 1 8 9 20 401 1403 409 810 0 0
24 8 10 10 11 12 15 407 408 4§12 0 0 o
25 8 13 13 1 15 15 405 406 311 0 0 0
28 h02 340 3279 147 0 301 132 35 312 12 135 0
28 301 2658 3564 1510 116 301 1358 35 312 121 35 306
28 409 2658 0 60 0 0 0 0 0 0 0 0
28 40a 150 1693 64 0 503 56 4o 0 0 0 0
28 403 sS00 3503 886 0 503 TN 40 508 13 40 511
28 410 500 ¢ 98 0 S03 85 35 ] 0 0 0
28 806 500 0 150 0 0 0 0 0 0 0 0
28 405 SO0 3367 310 0 0 0 0 0 ] 0 0
28 411 500 0 103 o 0 0 0 0 0 0 0
28 408 500 0 150 0 0 0 0 0 0 0 0
28 407 500 3310 282 0 0 0 0 0 0 0 0
28 412 500 o 87 0 0 0 0 0 0 0 0

2 5. = -

- - - e

12 5 0 1
21 5 1 : 2 3 20 501 -502 503 -508 509 S10

22 5 4 5 Q 10 505 -506 511 507 -508 512
28 501 1684 3300 1632 115 803 1811 %0 406 1KF 40 112
28 502 290 0 10 Q0 401 10 ko 0 0 o 0
29 502 0 b 0 15 0 0 0 503 100 0 0
28 509 1584 0 3 0 401 27 40 0 0 0 0
28 503 2189 3400 912 115 603 900 40 608 79 o 611
28 508 200 0 38 0 601 3 4o Q 0 0 0
29 504 0 L] 0 15 0 0 0 S01 100 0 0
28 510 2189 0 10 0 603 10 k%0 0 0 0 0
28 505 500 1700 41 0 ¢ o o 0 ¢ 0 o
28 506 500 0 106 0 o 0 o 0 0 0 o
29 506 0 0 0 15 0 LY 0 507 100 0 0.
28 511 500 1600 12 0 0 0 0 0 0 0 0
28 507 500 1700 23 0 0 0 0 4] 0 0 0
28 508 500 0 13 0 0 a ] o 0 0 Y
29 508 0 0 o 15 ¢ 0 0 S05 100 S11 50
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FIELDS:

1

2

3

28 512 500

T e v .

e L e et

e e e e

702
709
703
704
708
710
705
706
TN
707
708
112

] 5 s
0 38 0
6 - N. 200TH
1 5 5
1 2 3
L 5 0
6 T 8
9 10 11
3400 1898 115
1600 4o 0
0 68 0
3%00 988 115
1600 81 o
0 M 0
1600 65 0
1400 109 0
a 22 0
1600 77 0
1600 83 0
0 9 0
T - N. 2057TH
1 5 5
1 2 3
4 5 a
6 7 8
9 10 11
3800 1615 115
1600 91 0
y 0 0
1600 280 0
3300 3808 0
1600 101 0
L] 0 0
1600 192 0
3500 308 0
1600 271 0
0 70 0
3800 330 0
1600 232 0
0 21 0

CoO0COoO0COoO0OOQD

. o .

- T

8 9

o o
10 5
602 603
601 603
605 605
607 608
1632 g0
38 uo
56 490
698 35
81 35
57 35
0 0

0 o

] 0

0 o0

0o o

0 0
15 g
702 704
701 703
706 708
705 707
1461 135
82 35
0 ]
253 135
0 o

0 0

o o

0 0

0 0

o 0

o] 4]

0o o

0 a

a o0

A-27

609
611
612
506

708

CoOoOoo0o

o
=]
OOOOOOOOOQU\OD

11

———

610
0
106

214
10

—
COoOO0O0OoOOoO™

—
Voo

COoOOCO0OCOoO0OoOOO

12

-

Lay
VIOOWNOoOOOO -

Ly

OCoDOoOoOOOoOoOoOO

wun
—

-3
-

=3
—_

13

0

NOOoOOOoOwWN QOQQOOQQ—'OONOOOOU\

-O000C0oC0DOCOoO0O0DOO

1

F

- .
CO0CPOOCOOL

oh

[« -]

QOOQOOQOOQOOOO\OGOQU\

Cocooooo

1

-

&

w

A

OODOOOQDDOOOOU‘IODOD—l

5

VMOOOODODOOO

ooococoooo

16

0

OOOOOOOOOOOQOOOOO

DOOOOOOOOOOOOOOOOQO



FIELDS:

1 2 3 3% 5 § 1 g 10 11 12 43 g
PLOT AND OPTION CARDS
2 1 0 0 0 o o o © 0 o0 o g g
CYCLE szEuIrfEi'EuihEE'FEEFEEEIEEE
CYCLE  STEP  AVERAGE PERCENT FUEL PERFORMANCE NUMBER
LENGTH  SIZE  DELAY  STOPS CONSUMPTION  INDEX  SATURATED
(SEC) (STEPS) (SEC/VEH) (1) (GAL/HR) LINKS
90 30 118.90 64 1060.9 963.2 10
100 33 88.89 66 900.84 740.7 30
110 38 70.91 ‘2 811.0 610.7 26
120 10 59.66 70 786.5 525.4 21
130 LY 53.62 T1 716.7 482.0 14
150 u8 51.19 73 707.3 865.6 1%
150 50 49.95 74 703.8 457.8 18
160 5% 52.22 66 696.9 466.3 9
170 58 52.51 66 697.8 568.4 10
180 60 58,11 62 698.5 875.8 13
SEST CYCLE LENGTH = 150 SEC. cycLp SENSITIVITY = 29.4 g
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{PERFORMANCE WITH OPTIMAL SETTINGS>

MOVEMENT/ TOTAL
NODE NOS., V¥/C TRAVEL
(%) (V-MI)

101 :103%* 312.89
102 : 81 .89
103 : 4T 190.26
108 : 96% 5.46
105 5:103% 29.37
106 P:103% 81.37
107 P:104% 18,42
108 S:104% {1.71
109 + 34 23.52
1m $:103%  10.77
112 : 87 21.82
NODE 1:104%* §70.57
201 P: 81 122.80
202 : 74 9.02
203 : 55 T61.70
204 : 34 .83
205 P: 63 7.8%
206 11278 27.67
207 P: 28 6.42
208 S: 17 1.51
209 S5: 31 4.60
210 : 23 T1.73
211 S: 63 16.25
212 S: 28 2.08
NODE 2:127%1268.06
301 P: 95%1150.59
302 : 8 2.39
303 P: 46 393.32
304 : 58 10.52
305 P: 92 21.06
306 : 35 5.01
307 P: B4 40.05
308 : 93 29.09
309 S: g5% 24,50
310 S: 45 12.24%
3N S: 92 §.91
312 S: 84 14.36
NODE 3: 95%1708.03
501 P: 91 730.81
302 35 9.50
303 P: 68 83.68

TOTAL
TIME
(V-HR)

12,50
17.30
10.12
6.43
2.47
§.53
5.75

135.25

13.11
5.97
26.45%
.36
1.45
39.38
1.08
.28
.22
.32
"3.00
.34

97.48

11.07
1.95
13.66
2.1
6.50
1.12
8.59
8.26
.83
-39
1.51
3.08

89.07
32.48

1.50
8.83

TOTAL
DELAY
(V-HR)

e " -

5.98
11.5%
16.22

9.59

6.10

1.719

§.22

5.12

116.08

65.18
5.72
T.59
.38
1.22
38.59
.86
.19
.09
.73
2.53
.28

68.33

12.59
1.89
2.55
1.81
5.89

.97
7.%4
7.43

.22

.04
1.37
2,67

hy.88
11.80

1.2%
6.76

AVG.
DELAY
(SEC/V)

92.6
28.7
149.5
133.3
133.3
177.0
177.0
25.9
133.3
79.8

95.2 3795.

13.0 T15.
86.5 205.
26.0 T76.
21,
T1.
231.
53.
12.
10.
59.
148,
17.

59.4% 2318.

2%.0 1214,
58.
iga.
162.
215.
Bg.
395.
293.
24,
12.
50.
141,

55.5
53.0
874,
85.5
83.7
18.0
12.9
53.0
45.5

108.1
11.1
35.0
95.1
66.2
63.2
86.8
25.2

6.5
95.1
63.2

41.5 3003.

28.1 1388.
116,
keT.

30.3
27.5
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Py e Yt ety e e L L L ] -~ et ta e lalalala el b e

~—~

P~~~

UNIFORM
STOPS
ND.
101.8 1589.
125.
h29.
144,
301,
§23.
187.
119.
151,
110.
217.

(%)

)
$9)

78)
92)
47)
87)
96)
91)
93)
95)
T4)
50)
96)
93)

™
92)

79)
u8)

MAX. BACK
OF QUEUE
NO. CRP.
89>  8ocC
5 16
18 108
6 8
106 1068
37 k0
25 30
107 107sS
6 20
106 1068
9 20
36 108
9 16
33 323
1 8
9 20
2> 20C
3 20
207 2078
201 201s
2 8
205  205s
207 207S
56 323
2 8
18 216
7 29
n 50
2 20
23 40
12 20
301 301S
303 3035
305 305s
307 307s
61 213
5 27
20 40

113.
62.

120.
b7.
12.

=t QOAD -4 O WD N
R R



MOVEMENT /
NODE NOS.

612
NODE

LT T

= wnnhrunnnoin=g
. TR

- |

N Ly o a4 - o [ %] hirrowo o]
oa ue . " . .

A-30

TOTAL TOTAL TOTAL  AVG. UNIFORM MAX, BACK  FUEL

V/C TRAVEL TIME DELAY DELAY STOPS =~ OF QUEUE CONS.
(%) (V-MI) (V¥-HR) (V-HR) (SEC/V) NoO. (l) NO. CAP. (GA)
63 1.83 .57 1.52 85.6 2.( 96) 3 6 1.72
90 29.28 6.96 6,12 71.1 295 (95) 23 80 7.80
90 14.37  3.37 2.96 71.1 183.( 95) 805 %058 3.78
90 22.86 5.67 5.01 T8.6 227. ¢ 9%) 19 50 6.24
90 187 3.51 3,11 TH.6 181, ( 93) K07 nO7TS 3.86
91 30.20 1.%5 .58 35.¢0 54.( 90) 401 4018 1.98
68 9.26 1.0 15 27.4 6.( 47) 403 ®03S 1.25
90 9.73 2.31 2.03 71.1 98 ( 95) 405 4oss 2.59
g0 8.22 2.08 1.80 718.6 82.( 9%) 407 407  2.24
91 963.69 70.67 133.69 41.3 3080.( B1) 92.87
67 501.73 15.03 1.60 3.5 7.0 19) 10 135 22.21

5 -38 .05 .08 15,9 7.0 72) 0 8 11
37 353.9% 9.18 -4 1.6 121.( 1) 5 175 14,18
32 1.44 .35 232 29.9  29.( 75) 1 8 .55
61 1.87 .67 .56  48.8 36.( 83) 1 20 .82
51 10.0% 1.19 .90 30.6 90.( 83) 505 505S 1.71
27 2.27 .25 -13 28.2 20.( B2) 1 20 .46
11 1.23 .12 -0 23.5 10.( 78) s507 soTs .23
67 9.88 .27 .03 3.5 6.{ 19) 501 5018 .43
37 8.1 1N .00 1.8 1.( 12) 503 s503s .16
5 1.13 .12 .08 25.1 9.( 78) 0 20 .22
27 3.59 .NO .30 28.2 31.( 82) 50T S07s «59
67 893.62 26.73 4.52 5.7 675.( 24) b1.686

: 91 760.95 35.53 16.69  31.7 1229.¢( 65) sa 175  51.68
y2 1.52 -86 82 73.7T  37.( 93 2 8 -99

: 50 237.51 9.57 2.86 10.3 262 { 26) 14 108 13.11
: 8% 3.0T  3.06 2.97 132.2 0.( 86) 3 8 2.9%
: 63 6.1 1.55 1.38 76.3 .{ 94) 3 20 1.70
: 90 10,29 3.88 3.55 117.1 105 {97} 4 20 3.78
93 7.27  2.58  2.33 109.1 8.{ 96) 7 20 2.53
46 T.84  1.77  1.49 k.5 ( 91) 20 1.95

: 91 28.18  1.3% 61 321 -{ 65) 601 60185 1.90
: 50 20.69 .78 .20 8.9 ( 20) 603 6035 1.05
: 63 2.08 .53 AT 76.3 .( 98) 605 605s .65
: 93 8.59 3.00 2.76 109.1 87 ( 96) 607 6078 2,99
: 93 109%.12 68.29 36,13  36.1 2081.( 58) 85.27



MOVEMENT/ TOTAL
NODE HOS. V/C TRAVEL
(3) (v-MI)

TOTAL

TOTAL

AVG.,

TIME DELAY DELAY

(V-HR) (V-HR) (SEC/V)

UNIFORM  MAX. BACK  FUEL
STOPS OF QUEUE  CONS.
NO. (%) NO. CAP. (Ga)

701 : 96F% 397.63
702 : 85 3.45
703 : b8 76.31
708 : 95%  9.5%

705 P: 67 29.09
706 HIR T ) 10.27
707 P: 95% 31.17
708 : 81 8.79
709 : 25 15.83
T10 : 17 10.86
711 S: 67 6.61
712 S5: 95% 19.93
NODE T: 96% 619.49

32.81
3.16
T-T5
5.37
6.00
7.48
8-7“
8.75

.88
112
1.36
5.59

83.63

21.59
3.06 1
5.56
.10 1
5.16
7.19
7.85
4.51

.43
31
1.17
5.02

66.03

_—-a-..-_—--.------..-_--—-—---—-----a—_-—--

<SYSTEM WIDE TOTALS INCLUDING ALL LINKS>

PERFORMANCE TOTALl TOTAL TOTAL AVG.
MEASURES TRAVEL TIME DELAY DELAY
V-MI V-HR V-HR SEC/V

-——-._----“—-—-------,--——_-—---—----_----——-—

3.1
21.0

52.7

D L e LS ok D D ol

1186.¢ 73) sS6 108 40.01
89.( 97} 3 8 3.17
505.{ 62) 22 40 10.7%
98.( 97) 5 20 .09
279.( 91) 14 30 6.97
258.( 95) 11> 8¢ 7.58
315.( 96) 22 n0 9.28
218.( 92) 9> 8¢ 5.23
81.( 15) 2 12 1.23
61.( 32) 3 12 1.17
63.( 91} 705 7058 1.58
202.( 96) 1707 707s 5.94%
3311.¢ 73) 96.99

-—-—--———----—-—-.-..—--.-----.-—

UNIFORM FUEL SYSTEM TOTAL PERFOR-
STOPS CONS. SPEED COST MANCE

NO.

(%) GA MI/H INDEX

---—-—-A----—o-———---——-—-t——---—---‘

50.1 18263( 68) 630 2.7 2808 451.8

-—----------—--..-——-—--—-—---—q.—-——...-..---——--——_----_--—-.—_--..-_-——._———---.-_—

<TOTALS> 7218 567 376
TERMINATION CARD

90 o 0 0 0 0 0
-== PROGRAM NOTE --- END OF JOB!
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Sk 99 PM PEAX
INCIDENT CONDITIONS WITHOUT MODIFICATIONS

TRANSYT-TF -- TRAFFIC SIGNAL SYSTEM OPTIMIZATION PROGRANM

RELEASE 6 MARCH 1991 VERSION 4.0
SPONSORED BY: DEVELOPED BY:
FEDERAL HIGHWAY ADMINISTRATION TRANSPORT AND ROAD RESEARCH LABORATORY
OFFICE OF TRAFFIC OPERATIONS NITED KINGDOM AND

U
TRANSPORTATION RESEARCH CENTER
UNIVERSITY oF FLORIDA

DATE OF RUN: 8/27/92 START TIiMg OF RUN: 11:31:17

————--—.._—-.—--——--—...-——--—-——------—---u——q------—_---—

FIELDS:
1 2 3 8 5 § 1 4 9 W 1 92 93 gy g 16
¢ 1 0o o ¥ 7 5777 3 0 0o o o o 75 0
1 150 150 10 3 o 3 15 1 60 o0 o o 4
2 1 2 3 X 5 F 4. '3 0 © o o ¢ ¢ g
T 106 105 111 o 0 107 108 o 0 0 0o o o ¢ g
T 201 209 0 o o 205 217 o O 0 207 208 212 o
7301 309 0 0o 0 303 310 o 0 0 305 311 o 4 4
7307 312 0o o o " 7y g @ 0 0 "o o o g4
T 401 %9 0 0 0 203 419 o 0 0 405 406 a1y ¢ g
7 37 %08 2 o o 5 g 0 9 0o 0o 9o o o o
7 301 509 0 0 o se3 s10 o 0 0505 506 o ¢ g
7 50T 508 512 9 9 "5 "9 o 8 0 0 "0 o o
7 601 609 "0 0 0 go3 410 0 0 0605 611 o o g
7 607 612 o o9 o g g @ 90 0o 0 9 o g4
T 705 111 0 o o 707 712 2 0 0o o o o g ¢

1 &% 01700 35 ‘25 100 %3 0 95 s a0 100 a0 120

INTERSECTION 1 - N. 155TH st

51 0 1 g N TS > 88 & 9 35 4 4,
S R N R T T ¢ 9 9o o Yo 5 o5 §
21 1 1 P2 3 11 102 108 112 g 0o o0 o g
2 1t 8 4 5 g 3 03 108 o o o o 4 3 0
23 1 6 § 7 8 25 101 99 103 0 o o o o
1Y 9 9 10 11 15 105 06 M1 0 9 0 g ¢ o
31 12 12 13 1w 13 407 08 112 0 o o o ¢ 4
28 101 1000 3500 1651 o o g g 0 0 o0 o o g g
28 102 2003800 129 o g ® 0 0o 0o o 9 g5 g
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FIELDS:

1

28
28

28 .

28
28
28
28
28
28

2
109
103
104
105
106
11
107
108
112

3
500
1347
200
500
500
500
500

3

5

6

7

10

mmmem S S Efhe e Ee e e -

1600
3400
1600

0
3300

0
3300

249
803
148
312
438
114
195
12%
231

i

1ns5

T . . Y L 9 e

309
303
304
310
305

10
13
Ro42
200
R042
2594
300
2594
500

8 9

Q 0
681 35
122 35
0 0

0 0

o 0

o 0

0 0

0 0

4 5
202 204
201 202
201 203
205 -206
136 35
166 35
0 Q
633 10
1% 40
132 4o
0 0

] 0

0 0

0 0

0 0

0 0

0 0

0 0

3 4

0 0
302 304
303 304
301 303
306 305
307 308
1326 40
5% 8o
27 &0
645 35
145 35
9 35
o o
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FIELDS:

9

s X-N-¥-¥.]

4oy
ho2
403

1 2 3 | 5 6 7 8
28 306 500 1600 53 0 0 0
28 311 so00 0 52 0 0 0
28 307 S00 3300 428 0 ] 0
28 308 500 1600 308 o 0 v}
28 312 500 0 152 0 0 0

INTERSECTION N - N. 185TH ST
15 4 7 1 8 5 1 6
18 4 127 ] 1 0 0
21 y 1 1 2 3 13 802
22 | 4 | 5 6 401
23 b4 7 T 8 9 20 401
24 8 10 10 11 12 g5 oy
25 5 33 13 18 15 45 405
28 k02 3u0 3279 147 0 301 132
28 407 2658 3564 1510 116 301 1354
28 409 2658 0 60 0 o0 0
28 404 150 1693 &% 0 503 5§
28 303 500 3503 886 0 503 771
28 410 500 0 98 0 503 85
28 Lo§ 500 o 150 0 0 0
28 805 500 3357 310 0 0 0
28 411 so0 0 103 0 ] v
28 808 500 o 150 0 0 ]
28 40T 5S00 3310 242 0 0 0
28 412 s00 o 87 0 0 0
INTERSECTION S - N. 192ND ST
12 5 48 1 5% ] 1 92
21 5 1 1 2 3 20 591 502
22 5 4 4 5 0 10 505 -506
28 501 1684 3800 1632 115 4o 1811
28 502 200 0 10 0 HOY 10
29 502 0 y 0 15 o 0
28 509 1634 0 3t 0 401 27
28 503 2189 3400 912 115 603 900
28 504 200 0 38 0 60t 38
29 504 0 [ 0 15 0 0
28 510 2189 0 10 0 603 to
28 505 500 1700 43 ] 0 0
28 506 500 0 106 0 0 0
29 506 0 0 0 15 0 0
28 511 500 1600 12 0 0 0
28 SOT 500 1700 24 0 0 0
28 508 so00 0 13 0 0 0
29 508 0 ] o0 15 0 0
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FIELDS:
12 3 L 5 ] 7 8 9 10 11 12 13 14 15 16

e WS WS e WSS EmE N s = mess SfudS emoee Ssaoas Snen SeSE ESEREE EEEG S Ees -

28 512 500 0 38 1 0 0 0 0 0 0 0 0 0 0

INTERSECTION 6 - N. 200TH ST
w6 0 1 8 & 1 94 5 12 & 1 16 & 1 o
21 6 1 1 2 11 602 608 0 0 o o0 o0 o0 o
22 6 & 3 5 0 25 601 603 609 610 0 O O O o
23 6 6 6 7 B 11 605 606 611 o0 © © 0 O o
24 [ 9 9 10 11 11 607 608 612 0 0 0 0 0 0
28 601 2189 3400 1894 115 501 1632 A0 506 106 40 512 38 40 0
28 602 2001600 40 0 501 3% 4 0 ¢ 0o 0 © o0 o
28 6092189 0 68 0 501 56 H0 O o 0 o0 0 0 o
28 603 1347 3400 988 115 703 634 35 708 214 35 711 60 35 o0
28 604 200 1600 81 0 703 81 35 7i1 10 33 O 0 ©0 0
28 6101347 0 81 0 703 57 35 708 18 33 0 o0 o 9
28 605 5001600 65 0 ©0 © ©0 O 0 © 0 o0 o0 o
28 606 S00 1430 109 O© © O O O ‘0 O 0 o0 o o
28 611 500 0 22 0 0 0 0 0 0 0 0 0 0 0
28 607 5001600 77 0 O O © ©0 ©O0 ©0 O 0 0 o
28 608 5001600 83 O O O O O 0 0 © o o o
28 612 sc0 o 919 © o0 0 O 0 o0 o o o 0o o
INTERSECTION 7 - N. 205TH ST
w7 93 1 6 &% 1 T2 5 21 % 1 25 % 1 ¢
21 7T 1 1 2 3 11 702 708 O O ©0 o 0 o o
22 17 4 4 5 0 25 701 703 709 710 0 O O O o
23 7 6 6 T 8 11 706 708 709 710 O © O O o
24 7 9 9 10 11 15 705 707 710 T2 O O 0 Q0 o
28 701 1347 3400 1615 115 601 1461 35 606 83 35 612 86 35 o
28 702 200 1600 91 0 601 82 35 0 0 0 0 0 0 0
29 702 0 L} Q 0 v} 0 0 0 0 v} 0 0 o 0
28 709 300 1600 280 0 601 253 35 606 15 35 o [} 0 0
23 T03 500 3300 BOB 0 v} 0 0 0 0 0 0 0 0 Q
28 708 5001600 101 O O 0 O ©O0 O O O @ o o
29 70% 0 8 0 0 0 0 0 0 0 0 0 0 Q 0
28 710 300 1600 192 0 0 0 0 0 o} 0 0 0 0 0
28 705 500 3300 308 0 0 0 [} 0 0 0 0 Q 0 0
28 706 2001600 271 0 O O O © O ©6 ©0 0 0 o
28 711 500 0 70 0 O O O0 © 0 ©O0 O o0 0 @
28 707 5003800 320 0 0 0 6 0 G0 o0 © © o0 o
28 708 200 1600 232 0 1] 0 0 0 0 0 0 0 0 0
28 T12 500 0 21 0 0 0 0 Q 0 0 0 0 0 Q
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FIELDS:

P23 % s 6 1 8 g g0 4y
PLOT AND OPTION CaRDS
3% 130 101 201 301 %01 501 601 701 o o
3% 10 12 212 312 Mz 512 612 713 g 0
M1 0 o "0 o0 "o o s g 8
CYCLE: 150 SECONDS, 60 STEPS
CPERFORMANCE WITH INITIAL SETTINGS>
MOVEMENT/ TOTAL TOTAL TOTAL  AVG.  UNIFORM
NODE NOS. V/C TRAVEL 'TIME DELAY DELAY . STomn
(3) (V-MD) (V-HR) (V-HR) (SEC/V) Wo. (3)
01 hizie nosoTs 229.99 218.30 366.2 1773.( 83)
192 181 589 3050 3135 93.7 133.( o3)
03 i B3 19026 990 A153 2003 391.¢ 4ol
108 (1 96% SE6 6125 6110 15205 1a1.¢ 30
195 Si9r 2987 32191 32006 370.0 263+ Bu)
196 P:igr W17 A6.20 X5.01 370.0 368.¢ sa)
loF  Prl2iv 18.82 23015 22162 17.6 161.( 83)
198 s:21% 1071 18172 1838 81706 103.( 83)
199 . 2312352 2018 151 21,8 133.¢ oe)
N1 s:19% 1097 12002 11072 37000 96 ¢ a4
112 :108% 23.99 13048 12080 181.8 205 ¢ oe)
NODE 1:121% 766.55 398.31 372.38 273.1 3803.( 77)
201?193 539.33 22.57 7.06 11.4 ss8.( 25)
02 i1 902 502 877 1201 19a.¢ o)
203 :52 761.70 2253 3167 126 432.( 41)
204 : 34 .83 67 .55 106.1  21.( 97)
205 P92 7.81 2.30 2108 90.1 719.¢ 9o
206 :179% 27.67 76.18 7535 925.8 144.s oo
201 P31 632 126 1.08 57.0 s8¢ Be)
208 S: 21 151 28 .ap  ea’s 1%.( 85)
209 193 xE0 21 log I5.5 gt e
210 12l .73 102 183 147 127 §3)
211 5: 92 16.25 X177 8130 9001 165+ 9o
212 s: 81 2.2 s 38 570 210k 98
NODE 2:179%1395.17 137.28 100.89  81.9 1881.( 42y

A-36

12 13 18 1s
0 o0 o o
¢ 0 9 g
6 o0 o o
MAX. BACX  FUEL
OF QUEUE  CONS.
NO. CAP.  (Ga)
118>  80C 188.61
5 16 3.58
16 108 13.54
6 5.76
106 1068 25.56
72>  80C 37.28
26 40 18.47
107 1075 11.7%
6 20 3.03
106 1065  9.70
20 20 12.11
330.39
28 108  30.29
8 16 5.32
19 323 34.19
1 8 .70
10 20  2.%
2D 20C 57,46
3 20 1.47
207 2071S .39
201 201s .29
S 8 2.16
205 2058 4.99
207 207s .60
140.29

(=N =N



MOVEMENT/ TOTAL TOTAL TOTAL AVG. UNIFORM  MAX. BACK  FUEL
NODE NOS. V/C TRAVEL TIME DELAY DELAY STOPS OF QUEUE  CONs,
(3) (V-MI) (V-ER) (V-HR) (SEC/¥) NO. (%) NO. CAP. (GA)

- - —

D D e e T D ol Sl B . A T e e D . N S e v

301 P:112'1ﬂ95.5“ 166.50 129.46 229.7 1311,

(

302 : B4 2,39 2.28 2.22 126.7 53.( 8u) 2 B 2.20
303 P B2 393.32 15.26 1,15 18.0 K36.( 53) 19 216 21.31
304 : 58 10.52 5.01 4.7T1 ¢1.2 185.( 99) 8 24 5.27
305 P.107' 21.06 13.73 14.13 228.1 208.( 93) 13 40 12.70
306 1 5.01 117  1.03 69.7 49.( 92) 2 20 1.31
307 P:103* 40.05 19.22 18.07 153.4 4809.{ 96) 48> HOC 17.80
308 :111% 29.09 28.70 23.87 279.0 277.( 90) 25> 20C 20.65
309 S:112% 28,50 2.66 2.06 231.4 22.( 69) 301 301S 2.60
310 S: 32 12.2% .49 18 21,7 12.( 51) 303 303S 66
311 S:107* A4.91  3.8% 3,29 228.1 48.( 93) 305 3055 2.96
312 s5:103* 15.77T  7.5T 7.12 153.4 161.( 96) 307 3075 7.01
" NODE 3:112%2054.70 263.02 210.28 172.4 3270.( TH) 256.78
401 P:106% 949.75 109.01 82.19 150.7 1239.( 63) S6 213 105 73
102 : 40 9.50 3.22 2.95 T72.3 128.( 85) 5 27 3.48
403 P: 59 83.68 8.63 6.5% 26.6 h62.( 52) 23 40 12.41
504 : 63 1.83 1.52 1.47 B2.9 61.( 96) 6 1.68
405  P:105* 29.28 15.68 14.84 172.3 296.( 95) 45>  4OC 14.19
406  s:105% 18,97  7.59 7.18 172.3 143.( 95) 405 4058  6.87
507  P:105* 22.86 12.87 12.22 181.7 230.( 95) 23 40 11.53
408  5:105* 18.17 T7.98 7.57 18t.7 182.{ 95) 407 407S 7.15
509  S:106* 30.20 3.39 2.53 151.6 48.( 81) 401 4015  3.36
410 S: 59 9.26 1.01 75 27.5 s52.{ 53) 403 4035 - 1.30
11 S:105%  9.73  5.21  8.93 172.3 98.{ 95) 805 4055 &4.71
12 s:105*  9.07 S5.11 4.85 181.7 91.( 95) 40T Y4OTS 4.57
NODE 8:106%1183.48 18%.22 148.03 124.8 2987.( T0) 176.98
501 P 78 652.51 20.48 3.33 7.3 1133 { 53) 49 135 37.79
502 ] .38 .02 .01 2.8 3.0 33) 0 8 .06
503 P 33 353.9% g9.27 .51 2.0 218.( 23) 10 175 15.14
504 : 34 1.44 29 .25 28.0 25.( 65) 1 8 .48
505 P: 113*  3.87 8.26 4,15 364.5 36.( B88) 3 20 3.46
506 S: 87 10.01 2.46 2.17 73.7 100.( 9%) 505 5S05S 2.72
507 P: 52 2.27 .33 .26 39.2  22.( 91) 1 20 .53
508 s5: 13 1.23 .15 11 30.6  11.( B8T) 507 507S .26
509 S: 78 9.88 .32 .07 8.3 19.( 61) 501 5018 .59
510 s: 33 B,14 .11 .01 2.2 3.( 26) 503 503 .18
511 1.13 .13 .10 29.8 10.( 85) 0 20 .23
512 s 52 3.97 .57 .46 39.2 38.( 91) 50T 5073 7
NODE 5:113%104848.78 38.38 12.82  13.3 1614.( 48) §2.21
601  P:111* 989.30 164.03 139.53 204.0 2012.( 82) 89 175 157.64
602 : 54 1.52 .82 .78 70.5  33.( 82) 1 8 .93
603  P: 47 237.51  9.67 2.97 10.8 323.( 33) 18 108 13.66
604 :108* 3.07 7.55 7.8 331.7 75.{ 92) 7 8 6.26
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MOVEMENT/ TOTAL TOTAL TOTAL  AvG. UNIFORM  MAX. BACK FUEL
NODE NOS. V/C TRAVEL TIKE DELAY DELAY STOPS OF QUEUE cons,
(1) (V-MI) (V-ER) (V-HR) (SEC/V) ¥o. (%) NOo. cCap. (GA)
605 P: 734 6.18 1.78 1.60 88.9 62.( 96)
606 1106% 10.29 71.80 T.50 287.7 103.¢(
607 P:111% 7 27 6.85 §.20  291.3 70.(
608 1 52 7.8% 1.82 1.59 69.1 T7.(
609 S:111*" 28.18 4,56 3.86 204.% SS.E 82) 601 6018 §5.39
(
{

610  s: 47  20.69 .82 -23  10.§5 23,
6i1  s: T4 2.08 .60 -58  88.9 21,
612 s:1ne g g 8.38  8.10 291.8 go.

NODE 6:111%1323.33 218,27 180.43 155.5 2983._( 70) 207.62
701 :113% 516,90 154,13 139.53 239.3 1755.( gu) 110> 108¢ 135,30
702 : 78 3.45 2.69 2.59 102.% 79.¢ 87) 3 8 2.75
703 : 43 756.31 6.61 4,82 19.7 &u8,( 55) 19 40 g.49
704 : BS 9.5%  3.29 3.02 107.6 97.( 98) 5 20 3.29
705 P: 76 29.09 6.9 s5.65 66.0 287.( 93) 15 40 7-39
706 $110%  10.27 20.01 19.71 261.9 215.( 91) 13> 8C 16.65
707 P:113%* 31,17 27.98 27.08 295.% 293.( B9) 46> 80C 23.20
708 : 95%  B8.79 6.95 6.70 103.9 221.( 95) 9> 8C 6.8y
709 : 24 15.83 .97 -12 1.5 I1.{ %) o 12 17
T10 : 17 10.86 .63 31 5.9 s2.(27) 2 12 1.03
(AR} 5: 76 6.61 T.87  1.28 66, 65.0 93) 7105 70558 1.68
T2 s:113* 21.91 19.67 19.08 295.% 206.( 33) 107 7073 15.31

NODE T:113® T40.7% 250.48 229.%6 168.8 3760.¢ 75) 224,76

e - -----p----.—-.---—--—-.-—-..-——-..--—..—

<SYSTEM WIDE TOTALS INCLUDING ALL LINKS>

PERFORMANCE TOTAL TOTAL TOTAL AVG. UNIFORM FUEL SYSTEM TOTAL PERFOR-
MEASURES TRAVEL TIME DELAY DELAY STOPS CONS. SPEED COST MANCE
V-MI V-HR V¥-HR SEC/V NO. (%) GA MI/H IRDEX

-—---—--e--—-..-—-————--—-.------—---—-----—---u--—-—q--—..--—.—-—-u.--.--—--—-.--q._—-.-

<TOTALS> 8509 1379 1253 157.8  20217¢( 66) 1399 5.8 8137 1349.56

----——----..-_—-.----..——-q.--——-.—-—------..-u..._----——-.-..--.—-—--_--—--_-....-—--_-—-.a--

TERMINATION CARD
90 0 0 Q 0 0 0 0 0 0 0 Q 0 0 o
==- PROGRAM NOTE --- END OF JOB!
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SR 99 PM PEAK
INCIDENT CONDITIONS WITH MODIFICATIONS

TRANSYT-TF -- TRAFFIC SIGNAL SYSTEM OPTIMIZATION PROGRAM
RELEASE 6 MARCH 1991 VERSION 4.0

SPONSORED BY: DEVELOPED BY:
FEDERAL HIGHWAY ADMINISTRATION TRANSPORT AND ROAD RESEARCH LABORATORY
OFFICE OF TRAFFIC OPERATIONS UNITED XKINGDOM AND

TRANSPORTATION RESEARCH CENTER
UNIVERSITY OF FLORIDA

DATE OF RUN: B8/24/92 START TIME OF RUN: 8:27:11

T M k=

U e e s 1 o T - e ol T iy o

FIELDS:
1 2 3 5 5 6 T 8 9 10 11 12 13 18 15 16
0 1 0 0 L] 7 8 0 Sé 0 0 0 0 Q 0 0
1 180 180 10 3 0 3 4 15 1 1 60 0 0 0 0
2 1 2 3 5 5 6 T 0 0 0 o o 0 0 ]
7 106 105 111 0 0 107 108 0 0 o o o 0 v} 0
T 201 209 0 0 0 205 211 0 0 0 207 208 212 0 0
T 301 309 0 0 0 303 310 0 0 0 3¢5 311 0 0 ¢
T 307 312 0 0 0 o 0 0 o 0 0 0 0 0 0
T 401 409 0 o 0 %03 m#10 0 o 0 HOS o6 umn 0 0
T 407 #0838 #1312 0 0 o 0 0 0 0 0 0 0 0 0
7 S01 509 o 0 0 503 510 0 0 0 505 506 0 0 0
T 50T 508 512 0 0 0 0 0 0 0 0 0 0 0 0
T 601 609 0 o 0 603 610 0 o 0 605 611 0 0 0
T 607 612 0 0 0 0 0 0 0 0 0 0 0 0 0
7T 705 ™Tn 0 o 0 707 T12 0 0 0 0 0 o 0 0
10 1 4 0 1700 s 25 100 25 ¢ 95 45 40 100 140 120
INTERSECTION 1 - N. 155TH ST
15 1 0 1 5 4 1 0 5 15 4 1 5 5 1 0
18 1 5 4 1 0 0 0 0 0 0 ¢ o 0 0 0
21 1 1 1 2 3 11 102 108 112 0 ¢ 0 0 0 0
22 1 4 4 5 0 7 103 104 0 0 ¢ ) v 0 0
23 1 6 6 7 8 25 101 109 103 0 0 0 0 0 Q
24 1 9 9 10 1 15 105 106 111 0 0 0 0 0 o
25 1 12 12 13 18 15 107 108 112 0 o 0 0 0 ¢
28 101 1000 3500 1651 0 0 0 0 0 0 0- 0 0 0 0
28 102 200 3400 129 ¢ 0 0 0 0 0 g 0 0 o 0
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1 2 3 5 -
23 109 500 1600 249
28 103 1337 3300 803
28 108 200 1600 18}
28 105 500 0 312
28 106 500 3400 438
28 111 s00 0 11%
28 107 500 3300 195
28 108 500 124
28 112 500 1600 231

INTERSECTION 2 - N,
14 2 0 1 5
21 2 1 1 2
22 2 L] 8 5
23 2 6 5 T
21 2 9 9 10
28 201 1347 3400 1712
28 202 200 3200 238
28 209 1347 0 18
28 203 5042 3400 1053
28 208 200 1600 22
28 210 200 1600 204
28 205 500 1600 a3
28 206 500 1600 293
29 206 0 5 0
28 211 500 0 172
28 207 500 1500 68
28 208 so00 v} 16
29 208 0 ] 0
28 212 500 0 a2

INTERSECTION 3 -N,
15 3 0 1 5
13 3 1 5 L
21 3 1 1 2
22 3 4 4 5
23 3 7 7 8
248 3 10 10 1N
25 3 13 13 13
28 301 %052 3400 1561
28 302 200 1600 63
28 309 #1042 0 32
28 303 2694 3400 829
28 303 300 3200 186
28 310 2694 0 23
28 305 500 3200 223

—l
[ gy
VooUwn—.mow.a

-
-

OCNOoOODONDODOOO

e

T

e

8 9

- -]
681 35
122 35
0 o

0 0

Q 0

o 0

0 0

0 0

0 5
202 2018
201 202
201 203
205 -206
436 35
166 35
0 0
683 30
14 a9
132 40
0 0

0 1)

0 0

0 o

0 0

0 0

0 g

0 0

¢ L)

0 0
302 304
303 304
301 303
306 305
307 308
1326 a0
58 ag
2T 40
645 35
145 35
19 35
0 g
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FIELDS:

mww mmme EEE mEmm emmE mm— e S mmmm Emmma mEE- BEES  Ssem mmaEm SEEms e e

28 306 500 1600 53 Q 0 0 0 0 0 0 0 0 0 o
28 311 500 0 S2 0 0 0 0 0 0 0 ) 0 0 0
28 307 500 3300 424 0 0 0 0 0 0 Q ¢ 0 0 0
28 308 500 1600 308 0 0 ¢ 0 0 0 0 0 0 0 0
28 312 500 0 152 0 0 0 0 0 0 0 0 0 0 0
INTERSECTION 8 - N. 18STH ST
15 5 0 1 5 ) 1 0 5 1 10 b 1 5 4 ¢
18 Y 1 S 4 1 0 0 Q 0 0 0 o 4] 0 0
21 L] 119 2 3 13 402 &0% 0 0 o Q 0 0 0
22 4 8 5 5 ] 8 401 H02 4809 ¢ 0 0 0 0 0
23 4 T 7 8 9 20 401 403 %09 410 0 0 0 0 0
24 4 10 10 11 12 15 407 408 M2 0 0 0 0 0 0
25 4 13 13 18 15 15 405 406 411 o ] o 0 0 ¢
28 402 340 3279 147 0 301 132 35 312 12 35 0 0 o 0
28 401 2658 3564 1510 116 301 135% 3% 312 21 35 306 44 35 ]
28 409 2658 a 60 0 0 0 0 0 0 0 0 v} 0 0
28 404 150 1633 64 0 503 56 10 0 0 0 0 0 0 0
28 403 SO0 3503 886 0 503 T 40 508 13 40 511 12 40 v
28 410 500 0 98 o 503 85 35 o 0 0 0 0 o 0
28 406 500 0 150 0 o 0 0 0 0 0 0 0 0 0
28 U405 500 3367 310 ¢ 0 0 0 0 0 0 0 0 o )
28 &13 500 103 0 0 0 0 0 0 0 0 0 0 0
28 408 500 0 150 0 0 ) 0 0 0 0 0 0 0 0
28 W07 500 3310 242 o 0 0 0 0 0 0 0 0 o 0
28 4112 500 o 87 ¢ 0 0 0 o o 0 0 1] 0 o
INTERSECTION S - N, 192ND ST
12 5 0 1 10 b 1 5 4 o 0 0 o 0 0 1
21 5 1 1 2 3 20 501 -502 503 -504 509 510 0 ¢ 0
22 5 4 5 5 0 10 505 -506 S11 507 -508 512 o o 0
28 501 1684 3400 1632 115 401 141 4o ho6 148 40 112 83 40 0
28 502 200 0 10 e 401 10 40 0 0 0 0 0 0 0
29 502 v} 4 0 15 0 0 0 503 100 0 0 0 0 0
28 509 1684 0 31 0 401 27 40 o 0 0 0 0 o 0
28 503 2189 3400 912 135 603 900 40 608 79 40 611 21 40 o
28 50% 200 0 38 0 601 38 4o 0 0 0 0 0 0 o
29 S04 0 L] o 15 0 0 0 501 100 ¢ 0 0 0 0
28 510 2189 0 10 0 603 10 &0 0 0 0 o o 0 0
28 505 500 1700 41 0 0 0 0 Q Y 0 0 0 o 0
28 506 500 0 106 0 0 0 0 0 0 0 o o 0 o
29 506 ] o 0 15 0 0 0 507 100 0 o g 0 ¢
28 511 500 1600 12 o 0 0 0 0 0 0 ¢ 0 o 0
28 50T 500 1700 2% 0 ¢ 9 0 0 o 0 0 0 o 0
28 508 500 0 13 0 ¢ o 0 0 o o o 0 0 0
29 508 0 +] 0 15 0 0 0 505 100 51 50 0 0 o

A-41



FIELDS:

1

2

3

28 s12 so0

T e v e o

TR e e

T ek o

7
701
702
702
709
703
T08
704
710
705
706
TH
707
708
712

1347
200
1]
300
500
500
0
300
500
200
500
500
200
500

D000 0COO0OO0OCOOoQO

COoO0O00COoO0COoO

i

- -

Q0000 OoOOCOO
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708
703

o e
L¥1) WwWw oo
CO0O0O00oOoCOoOWMOWVn~og

709
709
711
606

o
o
D000 OoOOOOoOOO O

710

- 3
-
N o

— o
COO0O0QOOOACOVIOOCN

CoOoOoODoO

W)
VIioOOWOOOQO
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FIELDS:

e e WM epemes WA W ew—s e m e  mEme mEe S Se e e Sl m B e el A e

-

1N 1 201 301 401 501 601 701 0 0 o 0 0 o 0 0
36 130 101 201 301 301 501 601 1O 0 0 9 Q 0 0 0
36 110 112 212 3312 812 512 612 712 0 0 0 0 0 0 0
52 0 ¢ 0 0 o 0 0 Q 0 ) 0 0 0 0 0
CYCLE EVALUATION SUMMARY PERFORMANCE
CYCLE STEP  AVERAGE PERCENT FUEL PERFORMANCE NUMBER
LENGTH SIiE DELAY STOPS CONSUMPTION INDEX SATURATED
(SEC) (STEPS) (SEC/VEH) (1) (GAL/HR) LINKS
140 ug 152.87 62 1419.7 1730.5 36
150 50 142.06 S8 1341.3 1565.9 40
160 54 135.92 61 1309.2 1507.4 40
170 58 129.36 62 1271.6 1416.2 38
180 60 125.32 62 1245.4 1371.5 41
BEST CYCLE LENGTH = 180 SEC. CYCLE SENSITIVITY = 9.3 3%
CPERFORMANCE WITH OPTIMAL SETTINGS>
MOVEMENT/ TOTAL TOTAL TOTAL  AVG. UNIFORM  MAX. BACK  FUEL

NHODE NOS. V/C TRAVEL TIME DELAY DELAY STOPS OF QUEUE CONS.
(%) (v-MI) (V-¥R) (V-HR) (SEC/V) NO. (%) NO. CAP. {GA)

‘—-------n---——-_-———-—-——--‘—--—----—----——---——----—---—ﬂ--—-——-‘-———-——----.

101 :100* 506.71 50.30 38.61 64.3 2086.( 95) 111> 80C 59.08
102 . 98¢ 4.89 6.29 6.15 171.6 126.{ 98) 6 16 5.63
103 : 36 190.26 T7.79 2.42 10.8 273.( 34) 14 108  11.08
108 .116% 5.46 15.05 14.89 372.3 124.( B6) 12> 8C 12.07
105 S:208% 29.47 96.46 95.61 1103.2 150.( 48) 106 1065 72.27
106 P:208% 41.37 135.41 134.22 1103.2 211.( 48) 81>  U40C 101.45
197  P: 97* 18.42 7.18 6.65 122.7 188.( 96) 16 40 6.97
108 S: 97¢* 31.71 k.56 #4.23 122.7 119.( 96) 10T 1073 u.43
109 : 25  23.52 1.75 1.0T 15.5 106.( 42) 5 20 2.47
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MOVEMENT/
NODE NOS.

412
NODE

TOTAL

V/C TRAVEL
(3) (v-MI)
$:208% 10,77
: 99% 23.99
1:208* 766.55
P: 96% 51g_ 33
: 64 9.02
: 51 761r.70
L3 ] .83
P: 75 T.838
$166% 27 .67
P: 34 6.42
S: 20 1.51
S5: 9% u.60
: 21 7.73
5: 75 16.25
3: 34 2.27
2:166%1395.17

P:102%1495 34
01T 2,39
P: 39 393.32

: T0
P:172®
: 66
P: 98%
11054
S:102%
5: 39
S:172*
5: ga®

10.52
21.06

5.01
50.05
29.09
24.50
12.2%

.9
15.77

3:172%2054.70

P: 978

: 50
P: 52

: 76
P:i11%
S:111#
P:115¢
S:115¢%
S: 978
S: 52
S:111+#
S:115%

949.75
9.50
83.68
1.83
29.28
18,17
22.86
18.17
30.20

9-26 N

9.73
9.07

TOTAL
TIME
(V-HR)

47
138.26

74.87

3.10
15.79
4.70
55.14
1,69
13.50
17.85
1.18
-54
12.86
5.32

207.53

40.24
3.62
7.01
2.04

26.06

12.61

23.23

18.30
1.45

.79
3.66
9.22

—_-—---—-—------------——

8:115%1183.48 149.35 116.17

AVG., UNIFORM
DELAY STOPS
(SEC/V) NO. (1)
1103.2  55.( ug)
13%.5 248.{ 97)
255.7 3645.( 74)
6.8 889.( yo)
94.3 213.( 89)
28.3 592 .( 58)
88.5 20.( 91)
T2.8  75.( 91)
886.0 176.( 60}
60.3 s56.( 82)
60.7 13.( 83)
21.9  10.( 55)
6.8  39.( 19)
72.8 156.( 91)
60.3 20.( 82)
B2.7 2259.¢( 51)
67.1 1457 ¢ 72)
231.1  55.( 88)
20.3 250.( 54)
85.2 180.¢ 97}
880.% 130.( 58)
105.1  51.( 36)
108.9 %06.( 96)
198.8 293.( g%)
68.3 23.( 1)
28.5 18.( 75)
880.3 30.( 58)
108.9 160.¢( 96)
126.9 3253.¢ 74)
28.6 B83.( 43)
82.1 16.( 19)
20.1 331.( 37)
112.8  61.( 95)
292.9 278.( 90)
292.9 135.( o
335.8 210.( 87)
335.8 130.( B7)
19.6  36.( 37)
292.9  92.( 50)
335.8  83.( 87)
98.0 2354.( 55)
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-1
18

56>
kos

29
uo7
o
103
405
407

20C

2075
2018

2058
2078

323

216
24
40
20
L1o)
20

3018

3038

3058

i07s

213
o

4og
koss

40
507s
4o1s
403s
4053
R07s

311.78

35.1
6.55
39.16
.61
2.09
52.80
1.50
41
+33
.9“
5.33
.81

144,43

95.67
3.56
21.80
5.01
8.71
1.70
13-60
15.75
1.52
.78
9.73
5.36

215.13

52.32
i.n
9.92
2.05

21,66

10.43

18.97

11.76
1.87
1.02
7.20
7.52

148.49



MOYEMENT/
NODE NOS.

TOTAL TOTAL TOTAL AVG. UNIFORM  MAX. BACK
V/C TRAVEL TIME DELAY DELAY STOPS OF QUEUE
(3) (V-MI) (V-HR) (V-HR) (SEC/V) NO. (%) NO. CAP.

P: 81 652.51 19.83 3.6T 6.2 828.( 39) 75 135
: 5 .38 .02 .01 3.5 §.( 38) ] 8
P: 35 353.94  9.39 .63 2.5 170 ( 19) § 175
: 39 1.44 .48 .u8 41,5 3n ( 839) 1 8
P: 73 3.87 .96 .85 T4.5 6.( 88) 1 20
S: 67 10.01 1.67  1.39 7.1 7.( 92) 505 5058
P: 3% 2.27 .30 .24 35.% 0.{ 8%) 1 20
S: 13 1.23 .15 .12 32,0 .{ 82) 507 507S
5: 81 9.88 .30 .06 6.5 3 { 82) S01 sSQ1S
5: 35 5.14 -1 .00 1.7 .{ 13) 503 5038
: 5 1.13 .14 L1 32,7 0.( 82) 0 20
S: 34 3.97 .53 .41 35.4 36 ( 85) sS07 5078

5: 851 1048.78 33.88 T.92 8.5 1260.( 3T
P-104* 989.30 B85.14 60.65 88.T7 1196.( 49) 51 175
: 50 1.52 1.01 .97 87.3 38.( 85) 2 8
P: 4% 237.5% Q.47 2.7T7T 104 zsn ( 29y 15 108
101 3.07 6.00 5.92 263.0 0.( 99) 8 8
P: 98% 6,14 3.66 3.48 192.7 3.0 97) j 20
:140% 10.29 20.27 19.97 659.7 ( 71) 11 20
P:izud  T7.27 10.69 10.488 190.0 .( 80}y 18 20
: 58 7.84 2.20 1.97 8%5.6 ( 93) L 20
s:104% 2818 2.36 1.66 B7.9 .( u6) 601 6015
5: 44 20.69 .80 .22 9.6 9.( 24) 603 6038
S: 98¢ 2.08 1.2 1.18 192.7 .{ 97) 605 6058
S:124% 9.44 13,88 13.61 1490.0 .( 80) 607 6Q7S
6:140%1323.33 156.72 122,87 105.9 2026.( 49)
:105% 516.90 84.53 69.9% 120.0 1605 { 76 86 108
: 93 3.45  5.41  %.31 170.7 2.( 50) 5 8
: 40  76.31 6.51 8.31  19.2 noa { 50 21 4o
103* 9.54 6.98 6.71 239.1 7.097) 10 20
P: 784 29.09 T.36 6.52 T6.2 235 { 92) 18 49
:139% 10.27 47.11 46.81 621.9 196.( 72) 27> 8C
P:110% 31,17 25.92 25.02 272.9 299.( 91) 55> &oC
:119% 8.79 25.22 2%.97 387.% 196.( 84) 23> ac
+ 28 15,83 .59 .14 1.8 11.( 1 12
: 16 10.86 1 .40 7.5 55.( 29) 3 12
S: 74 6.61 1.67 t.88 T6.2 65.( 93) TO5 TOS3
$:110% 21.91 18.22 17.59 272.9 211.( 91) 7TO7T 7O7S
7:139% T40.78 229.22 208.20 149.5 3509.( TO)

-
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CYCLE: 180 SECONDS, SO_STEPS
CSYSTEM WIDE TOTALS INCLUDING ALL LINKS>

PERFORMANCE TOTAL TOTAL TOTAL AvG. UNIFORN FUEL SYSTEM TOTAL PERFOR-
MEASURES TRAVEL TIME DELAY DELAY STOPS CONS. SPEED coST MANCE
V-MI V-HR V-HR SEC/V NO. (%) GA MI/H INDEX

- - ‘—--——---—-‘-----—-——---—--——-—-——--—-n‘--——---———---—--—ﬁ-—-.—--------—‘-—--

<TOTALS> 8509 1286 1060 125.0 . 18306( 60) 1240 6.6 3752 1330.9

—--—-—-d----------d--—--------—---‘-—-——-ﬁ-—-Q---—--—-—-—--—--—--—--—-—-—-—---*—--

TERMINATION CARD

90 0 0 0 Q 0 0 0 )] 0 0 ¢ 0 0 0
-«- PROGRAM NOTE --- END OF JoB!
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INTEGRATED CONTROL SYSTEM SPECIFICATIONS

This appendix describes the interaction between the integration computer and
the individual control system components as developed for this project’s demonstration
system. Specifications regarding individual control system modifications, necessary to
allow control system interaction in an integrated environment, are included.

The integration program is designed to operate on a microcomputer (IBM
compatible).  Using dedicated serial communication ports, the  integration
microcomputer communicates through an "off the shelf* local area networking program
to the arterial central microcomputer, and via an RS-232 connection to the freeway
control system mainframe computer. The arterial central microcomputer provides
access to two separate signal control systems, thus linking three independent signal
systems to the integration computer.

Interaction between the integration microcomputer and the arterial central
microcomputer consists of file writing and reading to and from the hard drive in the
arterial central microcomputer., The arterial central program receives volume and
occupancy data from each of its field masters and writes these data to separate files for
each field master. The integration program reads and deletes these files and writes
separate control files for each field master. The arterial central program reads these
control files and implements the desired commands. These functions are repeated at
operator assignable intervals.

Interaction between the integration microcomputer and the freeway control
system mainframe is conducted in a similar manner, except via RS-232 serial ports.
The integration microcomputer receives a "request to send” message from the freeway
mainframe computer, receives the data into its buffer, and reads the data from the

buffer into its control algorithm. It then transmits a control message to the freeway



mainframe buffer at each time interval. This message consists of a specific control
command or a command for no action.

Control commands to the arterial central direct the arterial central to command a
field master to implement a specific, pre-programmed coordination plan; to revert back
to its normal pre-assigned operation; or to maintain current status. However, the actual
character strings transferred between the integration computer and a specific arterial
central is entirely dependent upon the desires of the arterial central system operators
and the capabilities of their control systems. Depending upon the desires of the system
operators, the data transmitted could consist of a specific control string, the status of

another system, or specific detector data received from ancther system.,

The following are proposed design specifications that could be incorporated into
an agency's set of specifications for purchasing traffic signal control equipment. These
specifications require that the purchased equipment be able to transmit and receive
information conveyed via electronic media from an external source.

Writing Files

The introduction of PC-based central control programs has given operators
direct access to the traffic data accumulation capabilitics of the on-street signal control
systems. The majority of these programs allow the operator to schedule periodic up-
loads of traffic data from on-street masters to the central PC. These data are then
typically stored on a disk drive housed in the PC and later reformatted for use in a
traffic data record or report.

Traffic control system integration requires an extension of this procedure which
allows these data to be shared with processors other than the central PC. The following

are recommended specifications that would facilitate this process.
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The central program shall have the ability to schedule a sequence of multiple
up-loads from the field masters. This ability shall include the time of day to
begin and end the sequence for each on-line field master, and the period
between up-loads (5§ minutes minimum).

The central program shall have the ability to write this file to an alternative
computer via a local area network or an RS-232 connection through the use
of a protocol defined and published by the manufacturer (RS-232
communications are preferred).

Data transmitted by the central system shall contain one record for each
individual detector. Each record shall include data that identify the detector
(i.e., intersection and detector identification number), a time stamp, and the
transmitted data (volume and/or occupancy). The format of this raw data
file shall be published in the system's user's guide.

The data collection would not have to be limited to detector data. Other
information such as current status of a field master (coordinated or free, coordination
plan number, cycle length, offset, sync point, etc.) could also be tmnsmltted These
additions, if requested, should be fully documented by the manufacturer.

Reading Files

The central control program allows the operator to communicate directly with
the field masters. Common capabilities of these central programs include modification
of local intersection controller timing parameters, modification of traffic responsive
control parameters, and manual implementation of specific control plans. All of these
capabilities are accessed through the keyboard of the central control computer through
software supplied by the manufacturer. The individual agency should specify which of
these features should be accessible by an external computer. A sample specification

that includes the recommended capabilities follows.
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The central control program shall provide the operator with the ability to
implement specific coordination plans stored in the local controllers. The
central program shall be able to perform these functions automatically on the
basis of input received from an external computer.
The central control program shall have a specified input procédure. This
procedure shall allow the central PC to read the input according to the
manufacturer's specifications and implement the control strong containing
commands the manufacturer or operator has enabled. The program will
facilitate this function by reading the contents of a serial port buffer (for RS-
232 communications), or by examining the contents of a specific file (for
LAN configuration).
In establishing this capability the central control program shall contain the
following operator assignable parameters:
1. the time of day and days of the week in which this operation will be
enabled for the central program, or specific field masters, and
2. the commands and/or controls that will be allowed for each field
master. (The manufacturers must define how to specify each
available command function.)

Additional parameters may be necessary, depending on the type of communication
media specified.

Specifying these capabilities in the central control program will give operators

the ability to interact with the operators of neighboring systems while they maintain

their ability to choose their desired supplier of control equipment.

The decision of who develops and operates the linking system will have to be

made by the relative jurisdictions. However, the ability to control which data are sent
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to the linking system, and what action is performed upon receiving data from the
linking system, will still reside with each system operator.
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